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Introduction
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This thesis’ aim is to identify and introduce theoretical models that allow for the characterization
and synthesis of optical profiles and/or beams that showcase novel properties during propagation.
These properties can vary from complex amplitude-only distributions, to amplitude and phase profiles
in a plane that is perpendicular to the propagation axis. The first type is associated with the phase
retrieval problem[1] for which a solution is given by the Gerchberg-Saxton algorithm[2] (GSA). GSA
uses two amplitude functions as inputs, one for the input and the other one for the desired output
profile. A phase function is computed based on these two functions, for each one of them, thus creating
two complex valued profiles. By propagating the input complex profile an amplitude similar to the
desired one should be generated. In the case of GSA the propagation is given by a Fast Fourier
Transform (FFT).

GSA also has limitations, with one of the most evident being the use of FFT to describe the
propagation. Assuming the case where an actual Fourier Transform (FT) is applied instead of the
FFT, the propagation in-between the input and the output should either be modeled such that it
is given by FT, or an optical system has to be introduced that performs this operation e.g. a lens
placed at distances equal to its focal length from both the input and the output. This issue has been
generalized by Dorsch et al.[3] where the propagation is described by a Fresnel transform although this
still implies that the optical system is restricted to the free space propagation operator only.

The solution of this problem has been proposed by Yang et al.[4] through the introduction of the
Yang-Gu Algorithm (YGA) which:

• Generalizes the propagation through the use of an operator.

• The propagation operator can be unitary or not i.e. the second case is exemplified by the use of
an aperture in the optical system.

• Generalizes the phase retrieval problem by introducing three additional case studies:

– known input amplitude and output amplitude ⇒ compute input phase and output phase
(similar to GSA)

– known input phase and output phase ⇒ compute input amplitude and output amplitude
– known input amplitude and output phase ⇒ compute input phase and output amplitude
– known input phase and output amplitude ⇒ compute input amplitude and output phase
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4 Introduction

Using either the above mentioned algorithms, modified versions(e.g. for GSA[5, 6, 7, 8, 9, 10,
11]), or alternative ones (e.g. error-reduction algorithm[12], steepest-decent method[12], input-output
algorithm[12], or Fresnel ping-pong algorithm[3]), the problem of synthesizing the amplitude of an
optical profile can be optimized based on the particular case study of interest.

The case of synthesizing complex valued profiles however is not solvable via these algorithms since
they impose either the amplitude or the phase to be known at both the input and output, but never
both. This implies that one cannot choose a complex valued output profile. An optical profile that
requires both amplitude and phase for the initial condition is the Airy beam[13].

The Airy beam gathered interest in optics due to its propagation related properties, namely it being
non-diffractive[13, 14, 15], self-accelerated [13, 14, 15], and self-healing[16]. In the initial theoretical
introduction by Berry et al.[13] the Airy function, used as an initial condition, was defined on the
entire spatial domain and was not of class L2. This made the physical implementation in optics of
this theoretical result to be unusable unless truncation is considered, which further led to having the
non-diffractive and self-accelerating properties valid only for a finite propagation distance and in an
approximate manner.

From the point of view of synthesizing an Airy profile there are two main methods. The first
one uses the truncation of the Airy beam. Due to it, after a finite propagation distance (forward or
backward) the truncated Airy profile spreads out giving an amplitude profile similar to a Gaussian.
Knowing the analytic solution for the propagation of a truncated Airy beam one can take the phase
component at a given position where the amplitude resembles a Gaussian and apply it to modulate the
phase of a Gaussian laser beam of similar width. The second method consists of using the trajectory
of the global amplitude peak. It was proposed by Kaganovsky et al.[17] and uses the trajectory as the
geometric space where a caustic is imposed. The profile is thus computed such that it generates that
caustic, resulting a function that is similar to the Airy function.

Thus it can be concluded that these methods either make use of a theoretical result (Siviloglou et
al.[14, 15]), or impose constraints that are related only to a part of the spatial domain (Kaganovsky et
al.[17] and other results that follow from considering the trajectory of a caustic[18, 19, 20]). They do
not however explain why the Airy function generates a beam with the above mentioned properties by
considering only its shape and the propagation model. Also the non-diffractive and self-accelerating
behaviors, which have been used in the context of proving that the Airy function is unique[21], have
been expressed with a relation such as

A(x, z) = A(x− f(z)) (I)

where A is the beam amplitude, x indicates the transverse axis, z the propagation one, and f is a
continuous function. In the case of the Airy function f(z) = az2. This way of introducing a constraint
is non-trivial if truncation is not used, since none of these properties are valid unless an infinite domain
is chosen. For the truncated case an approximation of the mathematical expression for the constraint
has to be considered.

The shape related properties that can be used to describe the non-diffractive and self-accelerating
properties are presented in chapter 1. Based on these properties an algorithm is proposed for con-
structing numeric initial condition which are then used for validation.

In chapter 2 the subject is shifted from the identified shape related properties to proposing a method
of generalizing the condition A(x, z) = A(x − f(z)) by expressing it as a transport equation[22] thus
expressing the constraint as a set of isotimic curves i.e. the function A2 is constant on an isotimic
curve. The validation consists of applying the isotimic curves model on non-diffractive scenarios with
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curves given by polynomials of order upto 2 i.e. parabolic trajectories with controllable initial velocity
and acceleration.

For experimental validation a method of synthesizing a complex optical profile with the desired
properties is required. Chapter 3 covers this topic through the use of phase modulation using one
or two phase masks. The aim here is to synthesize optical profiles with known amplitude and phase,
unlike GSA or YGA where only one of them can be enforced.

Chapter 4 proposes a method of synthesizing optical beams from a given amplitude function that
may of may not correspond to an actual beam. In the former case the method proposed allows for the
computation of the phase function for an optical beam for which only the amplitude is known. The
later case is the actual beam synthesis method since it starts from a desired yet not physical amplitude
function and allows the computation of a physical complex optical beam with amplitude similar to the
desired one. The method is tested for amplitude functions consisting of narrow Gaussian functions
that are translated given a condition similar to A(x, z) = A(x − f(z)). This method is presented in
the context of the work of Aborahama et al.[23].

In chapter 5 the numerical module that I have been developed to test, validate and implement all
the above mentioned results, algorithms of models is presented. The module’s evolution is given in a
chronological manner. The main stages of development are presented using versions of the software,
while also mentioning which version was used in order to validate parts of the theoretical and numerical
results.

In the last chapter 6 the conclusions of the thesis are briefly enumerated.



Chapter 1

Local properties model - the
qualitative approach

The properties that are identified in this chapter are based on an observation made on the solution of
the paraxial wave equation[24]

∂tψ = i∂2
xψ (1.1)

where t = z/2kx2
0 is a dimensionless coordinate corresponding to the propagation axis z, and x = x/x0

corresponds to a dimensionless transverse axis.
Considering that the solution ψ(x, t) can be expressed as a Taylor series around t = 0, then

ψ(x, t) =
∞∑

n=0

tn

n!∂
n
t ψ(x, 0). (1.2)

Using the propagation equation (1.1) for (1.2) gives

ψ(x, t) =
∞∑

n=0

(it)n

n! ∂2n
x ψ(x, 0). (1.3)

From (1.3) one can make the observation that if ∃x0 such that ∂2n
x ψ(x0, 0) = 0,∀n ≥ 1, then the

solution remains constant at x = x0. Additionally, for the general solution (1.3) if t� 1 then one can
consider that the contribution of each term in (1.3) decreases with n, thus having only the first term
to be the most relevant in describing the evolution of the solution.

These observations lead to the hypothesis of having a point x0 for which ∂2n
x ψ(x0, 0) = 0,∀1 ≤ n <

k0, where k0 ∈ N∗, and ∂
2(k0+1)
x ψ(x0, 0) 6= 0. In this situation the contribution to the variation of ψ

at x = x0 with respect to t is given mainly by the Taylor series term of order (k0 + 1), which gives

ψ(x0, t) ≈ ψ(x0, 0) + (it)(k0+1)

(k0 + 1)! ∂
2(k0+1)
x ψ(x0, 0). (1.4)

Equation (1.4) shows that the variation of the solution depends on k0 and the partial derivative of
even order. By analyzing the cases that result for various values of k0 one can qualitatively deduce the
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Figure 1.1: Plot of the Airy function. The red dots at positions xi satisfy the conditions ψ0(xi) = 0
and ∂2

xψ0(xi) = 0, while the blue dots give the value of ∂4
xψ0(xi). For all four cases, the shift is to the

right on the spatial axis.

direction along which the solution shifts. This result is applied on the Airy function and the direction
of shift correspond to the one given by the Airy beam (figura 1.1).

From this observation it can be implied that a qualitative method of characterizing the shift starts
from identifying all the points x0 for which ∂2n

x ψ(x0, 0) = 0,∀1 ≤ n < k0, meaning that they are at
least inflection points. If all of them indicate a shift in the same direction then it should be expected
that the entire function will shift globally for t� 1. The result has been investigated for all the relevant
scenarios of k0 (modulo 4) due to the term ik0+1, and all of them have been validated numerically for
k0 > 1 although the propagation distance on which the results are true decreases with k0. Thus only
the case where k0 = 1 should be used.

This property has been used in the following to construct initial conditions. The method uses the
above mentioned results but applies them on a discrete grid due to the numeric implementation.

The construction of initial conditions can be summarized as follows:

• Generate a set of points at which it will be enforced that k0 = 1.

• Fill the intervals in-between each two neighboring points defined above with a function that does
not generate additional inflection points.

I have chosen five types of set generators namely arithmetic series, geometric series, hyperbolic
series, arithmetic series with random rate and geometric series with random rate. For the filler functions
I have chosen parabola, sine, hyperbolic function, Bezier function, and random, where the later has
been implemented by generating the second order derivative of the function using random numbers
and then integrating numerically twice.

The resulting initial conditions have been created using by combining each set generator with each
filler function. The aim has been to check if all do indeed propagate as described by the qualitative
model.
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Three of the investigated cases are represented in figure 1.2 where one can observe that the local
amplitude peaks do propagate on a curved trajectory. For a qualitative analysis of the results numerical
fitting has been applied to the local amplitude peaks using a second order polynomial. The acceleration
coefficients have been retrieved for each local amplitude peak, the average of all their values has been
computed for each case and the mean values are given in table 1.1.

Thus one can conclude that by manipulating the position of the inflection points one can charac-
terize the direction a profile shifts, while also allowing for the actual construction of optical profiles.
This however did not allow for a quantitative way of controlling the acceleration term.

(a) Geometric series set generator with sine filler function.

(b) Hyperbolic set generator with parabolic filler function.

(c) Random geometric set generator with Bezier filler function.

Figure 1.2: Amplitude profiles for three scenarios for emphasizing different directions for the curved
trajectory and one random set generator case.

Table 1.1: Mean values of parameter a2 for the scenarios that have been considered.

Set Gen. Parabolic Sine Bezier Hyperbolic Random
Arith. 2.13 · 10−3 2.21 · 10−3 1.70 · 10−3 3.74 · 10−4 4.54 · 10−4

Geom. 5.21 · 10−3 5.63 · 10−3 6.37 · 10−3 5.21 · 10−3 1.23 · 10−3

Hyper. −3.08 · 10−3 −2.55 · 10−3 −1.95 · 10−3 −3.08 · 10−3 −4.31 · 10−3

R. Arith. 4.71 · 10−4 8.57 · 10−4 9.48 · 10−4 4.90 · 10−4 7.72 · 10−4

R. Geom. 4.38 · 10−3 4.03 · 10−3 4.80 · 10−3 4.38 · 10−3 1.69 · 10−3



Chapter 2

Isotimic curves model - The
quantitative approach

The quantitative approach has been proposed based on an observation and limitation imposed by
the truncation of the Airy beam. Without the truncation, the non-diffractive and self-accelerated
propagation could have been described by

A(x, z) = A(x− az2) (2.1)

where A is the amplitude of the beam, while the non-diffractive and self-accelerated propagation are
given by x − az2. Using truncation however, the relation (2.3) is not applicable because the two
properties are valid qualitatively only on a finite propagation domain.

In order to bypass the possible difficulties of describing some beam properties in a mathematical
manner, an analogy between (2.1) and the transport equation[22] has been realized. For the partial
differential equation

2az∂xf + ∂zf = 0 (2.2)

a solution is any function of the type f(x− az2). This result can be interpreted from a point of view
that is close to the characteristics method. If one considers a set of isotimic curves Γ (on which the
amplitude is constant) as a means of describing the amplitude of the optical beam, then these curves
can be used to generate a transport equation.

Due to the fact that on each curve the amplitude is constant, it is then true that the tangent of
the curves TΓ is perpendicular to ∇|ψ| at each point. This result can be written as

TΓ · ∇|ψ| = 0. (2.3)

For simplicity in the following I will consider only parametric curves of the type Γ(s) = (g(s), h(s))
where g and h are some arbitrary differentiable functions. It results from here that TΓ = (∂sg, ∂sh),
which transforms (2.3) into

∂sg∂x|ψ|+ ∂sh∂z|ψ| = 0. (2.4)

To equation (2.4) the propagation equation

9



10 CHAPTER 2. ISOTIMIC CURVES MODEL - THE QUANTITATIVE APPROACH

h

Table 2.1: Comparison between the inputs (ain and bin) and fitting (afit and bfit) values of parameters
a and b. The values are expressed in the table.

ain -1.0 1.0 -1.0 1.0 -1.0 1.0 -1.0 1.0
afit -0.99 0.99 -1.0 0.99 -1.0 1.0 -1.0 0.99
bin -3.0 -3.0 -2.2 -2.2 -1.4 -1.4 -0.6 -0.6
bfit -2.9 -2.96 -2.14 -2.18 -1.36 -1.41 -0.57 -0.58

∂zψ = i

2k∂
2
xψ. (2.5)

can be added, where k = 2π/λ is the wave number, in order to highlight the evolution of the amplitude
squared function as

∂z|ψ|2 = i

2k
(
(∂2

xψ)ψ∗ − ψ(∂2
xψ
∗)
)
. (2.6)

Since the isotimic curves have the same shape for |ψ| as for |ψ|2, and since it is less cumbersome
to use |ψ|2 instead of just the amplitude, relation (2.4) becomes

∂sg∂x|ψ|2 + ∂sh∂z|ψ|2 = 0. (2.7)

If the curves are particularized even further to be of type (g(z), z) and

g(z) =
∞∑

n=0

zn

n! ∂
n
z g(0),

then by introducing (2.6) in (2.7) one gets

∂x|ψ|2
( ∞∑

n=0

zn

n! ∂
n+1
z g(0)

)
+ i

2k
(
(∂2

xψ)ψ∗ − ψ(∂2
xψ
∗)
)

= 0. (2.8)

By evaluating equation (2.8) at z = 0 an ordinary differential equation in the x variable is obtained
and the term g is reduced to only the term of order n = 0. Thus the interpretation of the resulting
equation is that a differential equation is obtained which if solved returns an initial condition for which
the direction of the isotimic curves is given by (∂zg(0), 1).

For terms of orders n > 0 of the g series one has to apply ∂z on (2.8), evaluate the resulting
equation at z = 0 and then solve the differential equation.

The method allows for repeatedly applying ∂z without an obvious constraint with the exception of
the increasing difficulty of solving the resulting differential equation. However, based on the result of
Unnikrishnan et al.[21], the Airy beam is the only non-diffractive beam for the propagation equation
of interest. It is due to this reason that it should be expected that the isotimic curved method to work
in the non-diffractive case only for curves given by polynomials of order upto 2. These cases have been
investigated for various values of the coefficients corresponding to the initial velocity (labeled a) and
acceleration terms (labeled b) of g. The results for the case where both coefficients are controlled at
the same time are given in table 2.1. One should notice that the input values and the ones retrieved
by fitting the local amplitude peak trajectories are similar.
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An attempt at applying the method for polynomials of orders upto 4 has also been tried. The
motivation for it, even though the theory limits the non-diffractive cases to order 2, is the existence of
optical beams with a global amplitude peak that follows a trajectory more complex than a parabola[18,
20]. The numerical results in all cases beyond order 2 exploded after few iterations thus providing
negative results.

The method has been considered only for non-diffractive scenarios, but an application of a diffractive
Gaussian beam indicated that the analytic derivation of the isotimic curves from the solution and the
method based on (2.8) returned the same coefficients of the Taylor series upto n = 2. This indicates
that the method should be applicable on diffractive scenarios also.



Chapter 3

Amplitude and phase profile
synthesis

Any general optical system can be formalized as in figure 3.1. Given the optical system and the
input, the beam can be forward propagated in order to compute the output profile. The backward
propagation is also possible, if the propagation model allows it, for computing the required input given
an output profile and the optical system. This allows for splitting the optical system in order to include
a controllable phase mask. In this scenario, the phase mask is computed by forward propagating the
input through System 1 and backward propagating the output through System 2. At the phase mask
plane the two resulting beams from the forward and backward propagation should match in both
amplitude and phase in order to have an ideal reconstruction of the output profile. The match of the
phase can be done using the phase mask. The match for the amplitude can be done using an amplitude
mask, but we consider only the phase mask modulation scenario. This implies that any difference in
the forward and backward propagated amplitude profiles should be handled by choosing an adequate
optical system, labeled System 1, which thus has the purpose of preparing the amplitude profile of the
input for the match to occur. The same is true for the later optical system, labeled System 2, since by
an adequate choice of optical elements, it can help increase the amplitude match at the phase mask
plane when the backward propagation is carried out.

The optical systems used in this chapter are composed of four types of optical elements: free space
of a given length along the propagation axis, amplitude masks, phase masks and lenses. Although
lenses are defined in the following as phase masks, thus rendering their distinction unnecessary, due to
their common use I have considered that they should be defined as separate optical elements.

The propagation through free space is done by solving the propagation equation

∂zψ = i

2k (∂2
xψ + ∂2

yψ) (3.1)

which can be reduced to only 1 dimension on the transverse domain by eliminating the term ∂2
yψ. In

order to solve (3.1) I have used a FT based solver[24].
The masks are applied to an optical profile by multiplication

ψ := M · ψ.

12
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Figure 3.1: General optical system with input and output profiles. For introducing a controllable phase
mask the optical system is split in 2 subsystems.

It should be mentioned that the amplitude masks should have real values inside the interval [0, 1],
while the phase masks should be expressed as exp(iφ). For lenses the phase mask is computed using
the focal length f and formula

Ml = exp
(
ik
x2 + y2

2f

)
.

The propagation of a profile through an optical system thus becomes the sequential propagation
through each optical element by applying its corresponding formula accordingly.

Having the optical elements and the propagation through an optical system defined, the algorithm
for computing the phase mask is:

1. Define the input variables, namely the input profile ψin, the output profile ψout, and the optical
subsystems S1 and S2.

2. Propagate backwards the output profile ψout through S2 which gives the profile ψb.

3. Propagate forward the input profile ψin through S1 which gives the profile ψf .

4. Calculate the phase mask with M = angle(ψb/ψf ).

One of the numeric results used for validation is depicted in figure 3.2. Subsystem 1 is empty or
not used, thus having the modulation directly on the input profile. Subsystem 2 consists of a free
space domain of 600mm. The input profile is a Gaussian and the output profile is a 2-dimensional
Airy profile[14]. In order to quantitatively compare the similarity between the desired output profile
and the one obtained with the retrieved phase mask, the cross-correlation of the two L2 normalized
functions is computed. The global maximum of the cross-correlation’s amplitude is identified, and due
to normalization, it should have a value inside the interval [0, 1] thus allowing for the transformation
of it into a percentage.

Diagram 3.2 describes two processes. During the first one the output profile is propagated back-
wards in order to get the amplitude on the phase mask plane. The input and backwards propagated
profiles are compared in terms for amplitude. The width of the input Gaussian beam is set, assuming
that we indeed use a Gaussian, such that the two amplitude functions are as similar as possible. An-
other method for obtaining an ever better amplitude match is to change the Gaussian width in order
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Input -
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Amplitude Mask
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6
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Figure 3.2: Diagram of the algorithm for optical System 1. The match between the input ampli-
tude profile and the backwards propagated one (Backwards for amplitude line) is done by choosing
a Gaussian with a similar width. The phase mask in this case is computed based on the backwards
propagation through S2 (Backwards for algorithm line).

to maximize the cross-correlation peak. After this optimization is done, the retrieved phase mask is
the best result given the optical system we have considered, which in this case gave a similitude of
99.20%.

The algorithm has been validated experimentally using the system from figure 3.3. I have used
a He-Ne tunable laser at a wavelength of 543nm with a standard deviation of the profile of 0.2mm,
lenses with focal lengths and positions described in figure 3.3, a Holoeye spatial light modulator (SLM)
model LC2002 with 800× 600 pixels, 32µm pitch, and a 1SP CCD camera with a 3.2µm pitch.

The optimization for the optical setup has been made via the positioning of the lenses and the
distances in-between them, which correspond to the numerical values from figure 3.3. The computed
phase mask and the measured Airy intensity profile are also shown in figure 3.3. The scaling between the
measured and theoretical amplitude profiles has been checked returning a difference of approximately
44µm between the main intensity peak and its neighbors on the horizontal and vertical axes. The
trajectory of the main intensity peak has been retrieved by computing the coefficient corresponding
to the acceleration of a parabola giving 0.119µm/mm2, value that is close to the one retrieved from
the experimental data, namely 0.13µm/mm2 along the x axis and 0.136µm/mm2 along the y axis.
The differences between measured and numerically computed data can be attributed to the amplitude
mismatch at the plane of the phase mask and tolerances regarding the alignment of the lenses or
measurement of the distances in-between them.

An extension of the algorithm consists of using two phase masks that are separated by an additional
optical subsystem instead of just one mask. The algorithm for a system with two phase masks can be
defined through the following steps:

1. Define the input variables, namely the input profile ψin, the output profile ψout, and the optical
subsystems S1, S2 and S3.
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Figure 3.3: Experimental setup and procedure.

2. Propagate backwards the output profile ψout through S3 which gives the amplitude profile at the
plane of the second phase mask A.

3. Apply the one mask version of the algorithm for the optical system composed of S1 and S2 with
ψin at the input and A at the output, which gives the first phase mask M1.

4. Apply the one mask version of the algorithm for the optical system composed of S1 + M1 + S2
and S3 with ψin at the input and ψout at the output, which gives the second phase mask M2.

A numerical scenario for validating the extended algorithm is given in figure 3.5 where a more
complex profile consisting of a grid of dots, both thick and narrow circles and a square is to be
synthesized. Subsystem 1 is empty thus M1 is applied directly on the input profile. M2 is positioned
at 400mm from M1 which defines subsystem S2, while S3 consists of a lens with focal length of 400mm
positioned at 400mm from both M2and the output plane. The phase masks M1 and M2 are computed
using the extended algorithm and then are used to check the similarity between the initial output and
the synthesized one. After optimization the similitude is of 92.66%. As a comparison, if we exclude
M1 and subsystem S2 and use the original algorithm for the system that remains, the similarity is
70.17%, which indicates that the extended algorithm returned a better result.

Based on the above mentioned results, one can conclude that both algorithms can be used to
synthesize optical beams when both amplitude and phase are defined by the user.



16 CHAPTER 3. AMPLITUDE AND PHASE PROFILE SYNTHESIS

−15 −10 −5 0 5 10 15
z[mm]

−100

−80

−60

−40

−20

0

Re
la
tiv

e 
po

sit
io
n[
μm

]

Pozition of Airy maximum
μ[μm]
y[μm]

Figure 3.4: The measured and fitted trajectory of the main intensity peak for a 2-dimensional Airy
beam along the x and y axes.

6

Input - -d = 400mm -f = 400mm
6

?

-f = 400mm
Output

6

� Backwards for A

6

Algorithm for M1

Optimize
�

Backwards for A1

6

Backwards for M2�

-Forward for validationForward for M2

Figure 3.5: Diagram that indicates how the extended algorithm is applied on a system with two phase
masks.



Chapter 4

Beam synthesis from an amplitude
function

The approach of Aborahama et al.[23] can be considered to be the theoretical motivation for this
chapter, namely to identify a method of computing a solution to the paraxial wave equation starting
from an arbitrary function with the criterion that the two functions should resemble.

My approach uses a strictly positive function as a starting point for the amplitude of the solution,
thus requiring the computation of the phase function. This is handled based on the ability of writing
the phase in terms of the amplitude function

∇φ = F =

 − k
Ā2 ∂z

∫ x

0 Ā
2dx′

1
2kĀ

(
∂2

xĀ− Ā
(

k
Ā2 ∂z

∫ x

0 Ā
2dx′

)2
) . (4.1)

where Ā is the amplitude function. Equation (4.1) works better when the optical beam is given by the
solution of interest ψ to which a constant that is greater than max(A) is added.

If Ā corresponds to the amplitude of an actual optical beam, then by solving equation (4.1) one
gets the phase of the beam up to a constant at each position along the propagation axis.

In order to solve equation (4.1) I have applied a divergence operator in order to obtain a Poisson
equation, which is then solved using a FT based method and by writing the Laplace operator as a
matrix using finite difference, thus transforming the problem into a standard linear system of equations.

Both methods have been testes initially on a well known optical beam, namely a numerical Gaussian
beam to which a constant has been added. The results for the phase computation are shown in figure
4.1. By cmparing cases (c) and (e) wich (b) one can notice that the phases are comparable. The
differences between the phases computed using (4.1) and the one from the numeric propagation also
confirm the results of the retrieval.
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(a) Amplitude Gaussian beam. (b) Phase Gaussian.

(c) Phase with FT. (d) Phase difference for FT.

(e) Phase with LS. (f) Phase difference for LS.

Figure 4.1: The results of computing the phase using 4.1 from the amplitude of a Gaussian beam to
which a constant has been added.
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In the following I have used the same methods of computing the phase for amplitude that do
not correspond to optical beams. The cases I have investigated resemble the ones from the caustics
approach, in the sense that I have used a narrow Gaussian that is shifted such that it describes a
desired trajectory. Using this method for constructing the amplitude functions, three cases have been
considered: sine, second order polynomial and third order polynomial. Using the phase function
computed for each case, the optical beams from figure 4.2 have been generated.

(a) Sine

(b) 2nd order polynomial. (c) 3rd order polynomial.

Figure 4.2: Amplitude functions for the retrieved optical beams based on sine and polynomial trajec-
tories.

Thus optical beams can be synthesized starting from a trajectory-like amplitude function, where
as an intermediary step the computation of the phase function from amplitude data is required.



Chapter 5

Numerical solver

The development of the numerical solver began with the implementation of a finite differences scheme
for solving the propagation equation. At this stage the implementation was not optimized to use
efficient data structures and solvers. This however did not limit its ability to validate initial results
that were relevant at the moment of its implementation. This is now considered to be version 1.0.

The shift to version 2.0 represented the greatest jump in the evolution of the software due to the
following major changes:

• The code was split in 4 classes:

– numerical parameters
– numerical solvers
– initial condition generator functions
– optical system simulators

• The introduction of numerical solvers for free space propagation using Crank-Nicolson scheme
(with the option of using a perfectly matched layer [25]), non-linear Kerr term using forward
Euler and Adams-Bashforth schemes, dispersion for the 1-dimensional transverse case using the
alternate direction implicit method and FT based solver[24].

• The implementation of functions that generate initial conditions based on the inflection points
and isotimic curves approaches.

• Linear and quadratic phase masks.

• Optical systems and the procedures for propagating a beam through them.

• Phase mask computation routines using the basic and extended algorithms.

• Tolerance analysis functions for misalignment or distance measurement errors.

• Calibration intended initial conditions such as grid of points, circles, squares, and a GSA imple-
mentation.

• Converter meant to switch from the pixel pitch used in the simulations to the pitch of the SLM
used in the experimental setup.

20
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• Functions for the identification and fitting of the local intensity peaks trajectories.

These changes have been implemented gradually based on the necessity at that moment. It is due
to this way of implementing that all the results that are presented in the theses are generated using
this implementation, with the only exception being the ones from chapter 4.

Versions 3.0 and 4.0 have been a cut-down, filtered and restructured version 2. The main reasons
for deprecating parts of version 2 have been the numerical optimization in terms of computational
speed and the exclusion of non-essential code.

Figure 5.1: 1-dimensional Gaussian profile propagated through an optical system composed of two
convergent lenses.

At the moment of writing this thesis Version 5.0 is the stable version of the module. Due to the
filtering from the previous two versions the PyParax module resulted along with a documentation and
examples of code. This version is presented in greater detail in the extended version of the thesis and
can be found at https://github.com/victorcristianpalea/PyParax.

This version uses only the FT solver due to its increased computational speed compared with Crank-
Nicolson. This propagation solver is applied on optical systems, phase mask retrieval and tolerance
analysis. A basic example for a result ofered by PyParax is showcased in figure 5.1. A Gaussian profile
is propagated through an optical system made of two lenses. The distance between the input plane
and the first lens is 100mm, the one in-between the two lenses is 150mm, and the distance between
the last lens and the output plane is 50mm. The focal lengths are 50mm for the first lens and 80mm
for the second one. It can be seen in figure 5.1 that the beam is focused at approximately 50mm from

https://github.com/victorcristianpalea/PyParax
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the first lens, and after passing through the second one the beam is slightly converging due to the focal
length of 80mm. It can be thus concluded that the optical profile propagates accordingly.

It should be mentioned that this version has been used in generating the results from chapter 4.
Versions 6.0 s, i 7.0, with the latter being still in development, are focused on restructuring

the entire module again, so that the introduction of additional propagation models, optical media,
numerical solvers and the modules inclusion into other projects is less cumbersome.

It can be concluded that the PyParax module has been motivated initially by the need to numer-
ically validate the theoretical results presented in the previous chapters, for it to become gradually
upgraded, allowing in the later stages for optical system prototyping and phase mask retrieval.



Chapter 6

Conclusions

This thesis can be summarized based on figure 6.1. Chapters 1 and 2 have focused on the construction
of optical profiles from theoretical results. These profiles have to be synthesized using modulation,
starting from a Gaussian beam. Chapter 3 covers this problem and describes the propagation through
optical systems, introduces methods of computing phase masks, and hints at optimization possibilities
regarding the design of an optical system. In chapter 4 a method of constructing beams for a given
trajectory of the global amplitude peak using a phase retrieval method for the entire beam. Finally
the numerical computation regarding all the above mentioned topics is covered in chapter 5 where the
evolution of the PyParax module is presented.

Input profile - Opt. Sys. Synth. - Opt. profile -Opt. beam

Propagate

?

Propagate

Figure 6.1: A general structure for the synthesis of optical beams. The input profile is passed through
an optical system (Opt. Sys. Synth.) meant to synthesize an optical profile which propagated further
can generate an optical beam of interest.

Personal contributions
My contribution to the subjects developed in this thesis covers everything that has been presented,
namely:

1. the development of all the theoretical models and algorithms presented above.

2. the development of the PyParax module.

3. the planing, implementation and optimization of the experimental setup.
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4. the acquisition of data, including curating, interpreting and processing.

5. writing the scientific articles, implying topic formulation, drafting, answering to reviewers.

The list of publications consists of 3 articles listed in the chronological order of their acceptance:

1. Victor-Cristian Palea, Liliana A. Preda. The control of intensity peak dynamics for paraxial
waves. Journal of Engineering Mathematics, Vol. 115(1), No. p. 89-98, (2019).

2. Victor-Cristian Palea, Liliana A. Preda. Isotimic curves for the description and control of
intensity profile dynamics of solutions to the paraxial wave equation. University POLITEHNICA
of Bucharest Scientific Bulletin-Series A - Applied mathematics and physics. Vol. 81(2), No. p.
287-96, (2019).

3. Victor-Cristian Palea, Liliana A. Preda. Construction of finite non-diffractive and self-
accelerating laser beams. Mathematical Methods in the Applied Sciences, 44: 11157- 11165,
(2021).

Additionally I will mention one additional article that is has been in review at the moment of
writing the thesis, but it has been accepted afterwards. This mention is due to the use of material
from the manuscript in chapter 3.

1. Victor-Cristian Palea, Liliana A. Preda. Forward-Backward propagation algorithm for phase
mask design in the paraxial approximation sent for review at Romanian Journal of Physics.
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