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1 Introduction 
 

1.1 Overview 

 

In order to respond to the challenge of cyber threats, the cyber security industry is constantly 

forced to innovate in order to develop new mechanisms to ensure the continuous monitoring 

and defense of information systems. This task is all the more complex as the emergence of 

new technologies that amplify the risk of exploitation by malicious actors increases. 

In a competitive free market, the success of software products and services depends on their 

speed. Although beneficial, this feature of the free market, and in particular of the IT 

industry, has an unintended consequence: exposure to cyber-attacks. Technical vulnerabilities 

resulting from the pressure of the business environment on rapid technical implementation 

create risks of exploitation and material or intellectual loss. Thus, the field of cybersecurity 

provides an answer to the current paradigm of the development of IT solutions characterized 

by exponential speed and complexity. This response refers to the development of techniques 

and systems to reduce the risk of exploitation of cyber vulnerabilities. 

Both the state of affairs and the estimates of cybersecurity experts show that technological 

advancement is creating a complex IT environment in which the means of exploiting cyber 

vulnerabilities are becoming increasingly sophisticated, fast and efficient. An analysis of the 

costs of exploiting cyber vulnerabilities in 2015 illustrates annual costs of € 300 billion [1]. A 

2016 descriptive analysis of a cyberattack dataset shows that the minimum cost of a 

cyberattack is € 200,000 [2]. It follows that the means to reduce the risk of exploiting cyber 

vulnerabilities are key to avoiding costs. 

The average time required to identify and fix a security breach is 287 days, and 53% of 

organizations are unaware of the attack, all the while, according to the latest Ponemon study, 

IBM [3]. Teams working in cyber security operations centers (SOCs) are overwhelmed by the 

average number of 11,000 alerts per day they have to respond to, putting the current cyber 

security industry at a deficit of 2.7 million professionals - ISC2 [ 4]. In the above context, 

influenced by the changes imposed by the pandemic, the number of ransomware attacks 
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increased 13 times in the first half of 2021, compared to the same period in 2020, according 

to the Trend Micro report [5]. 

There are two approaches to reducing the risks of exploiting cyber vulnerabilities in IT 

infrastructures. First of all, it is a reactive approach that requires a real-time response to 

attempts to exploit cyber vulnerabilities. The second approach focuses on proactivity and 

involves addressing vulnerabilities prior to actual exploitation. It follows that risk mitigation 

through the second approach (proactive approach) is an ongoing process that has as its main 

foundation the operation of prioritizing the cyber vulnerabilities identified in an IT 

infrastructure. In other words, the proactive approach involves the ongoing monitoring of a 

cyber infrastructure in order to identify and prioritize cyber vulnerabilities to address them 

before operation. 

The proactive approach to cybersecurity involves a number of precautionary measures taken 

to reduce the risk of exploiting cyber vulnerabilities. These measures focus on reducing the 

risk of exploitation by prioritizing actions to address weaknesses in a cyber infrastructure. 

This prioritization process is performed by quantifying the risk associated with an exposure 

by reference to a number of parameters. 

A first type of parameters proposed in this thesis refers to the internal parameters. The 

internal parameters used in the proactive approach to cyber risk reduction can be defined in 

terms of variables that represent the features of the system to be protected. The process by 

which these variables are used as a benchmark in prioritizing existing vulnerabilities is based 

on a method of risk assessment that emphasizes the impact that the exploitation of a 

vulnerability has on the infrastructure concerned. This method emphasizes the organizational 

context of the infrastructure to be protected. 

The second type of proposed parameters refers to external parameters. External parameters 

used in the proactive approach to cyber risk reduction can be defined in terms of variables 

that represent the dynamics of the external environment of a cyber infrastructure. In this case, 

the focus is on the likelihood of exploiting a cyber vulnerability given the motivations, 

objectives and capabilities of the agents who intend to exploit the system to be protected. 

Therefore, this thesis presents a series of empirical studies conducted in order to develop the 

components of a system of proactive reduction of the risk of cyber threats. The proposed 
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system aims to quantify internal and external parameters in order to prioritize the cyber 

vulnerabilities of an information system. Thus, the proposed system is intended to receive as 

input a number of internal and external parameters that characterize a cyber infrastructure and 

to provide as an output a list of cyber vulnerabilities prioritized according to the risk of 

exploitation. Figure 1 provides a graphical representation of the system. 

 

 

Figure 1. Overview of the proposed system. 

 

1.2 Thesis Outline 
 

The thesis is organized in five main sections. The next section presents the theoretical aspects 

that act as a foundation for the empirical studies developed in the next section. Theoretical 

aspects related to the techniques and models used in the research process are presented. These 

cover natural language processing methods, honeypot systems and security vulnerability risk 

assessment methods. Each of the mentioned sections facilitates the presentation of the results 

of the empirical studies. Each empirical study presents one of the three components presented 

in Figure 1: the model for early identification of cyber security vulnerabilities, the model for 

optimizing the response to cyber-attacks using "Honeypot" systems, and the model for 

integrated calculation of contextual risk to reduce cyber-attack surface. Three empirical 



4 
 

studies are presented aimed at developing the modules needed to design, implement and 

evaluate the performance of the proposed models. 

The first empirical study describes the implementation and results of an early vulnerability 

identification system. Its results demonstrate the feasibility of developing machine learning 

models based on the understanding of natural language that would allow the early detection 

of new vulnerabilities, as well as the reduction of detection time for SecOps teams. The study 

aims to quantify global external parameters taken from open sources such as specialized news 

platforms and social networks where research communities such as Twitter are present. The 

associated section 3.1 presents the results of the implementation of a system based on natural 

language processing and machine learning algorithms that allows the quantification of global 

attack trends from OSINT data, while the theoretical aspects used are presented in Section 2.1 

of this document. 

The section associated with the second empirical study presents the results of the design, 

implementation and evaluation of the performance of an innovative "honeypot" system called 

Hunt. This system involves the development of an agent architecture developed to map in 

detail the cyber infrastructure that is to be protected in order to obtain the necessary data for 

the development of a honeypot system that allows the analysis of local attack tendencies of 

malicious actors - the agent of camouflage. The second component is represented by the 

attacker profiling subsystem using elements from game theory. This section also presents the 

results of implementing a honeypot system for a real cyber infrastructure, by testing the 

system camouflaged between the pages of a real web application. Unlike traditional honeypot 

systems, the proposed system uses two new components: a camouflage system, and an 

attacker gamification system. Such an approach requires simulating the environment to be 

protected and attracting real attackers to understand their attack strategies and targets. Section 

2.2 develops in detail the theoretical aspects of a honeypot approach in this regard, while 

section 3.2 presents the way of working and the results of the study. 

The third empirical study describes the implementation and results of an algorithm for 

calculating the organizational contextual risk of a cyber infrastructure. It aims to quantify 

internal and external parameters in order to prioritize the identified cyber vulnerabilities to 

reduce the noise level at the level of a complex infrastructure. Section 3.3 associated with this 

empirical study presents the results of implementing an algorithm and a vulnerability 

prioritization system developed to analyze the cyber infrastructure to be protected and the 
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results of the methodology used to reduce the attack surface of the organization by SecOps 

teams effectively. The elements of theory used in this study are presented in detail in section 

2.3 of this thesis. 

Together, the results of the three empirical studies allow the opening of a discussion section 

presenting the limitations and opportunities for integration in order to implement a system to 

ensure the efficiency of processes in operational security centers, targeting the two basic 

areas of their functioning. This section is followed by a section summarizing the results and 

conclusions of each of the studies along with subsequent optimization possibilities.  
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2 Theoretical Aspects 
 

This section describes the theoretical aspects relevant to the implementation of the proposed 

system. Thus, theoretical aspects related to early detection using natural language processing 

techniques, aspects related to honeypot systems and aspects related to the contextual risk of 

exploiting a cyber vulnerability are discussed.  

 

2.1 Early detection using natural language processing techniques 
 

Natural language processing is a key component in developing a system for estimating the 

global contextual risk of exploiting a cyber vulnerability. Therefore, this section describes 

various techniques and procedures for implementing and optimizing an algorithm to process 

open source data in order to identify information about cyber vulnerabilities. 

First, the processes of the Spacy natural language processing sequence are described [6]. For 

each process, different implementation and optimization techniques are analyzed in relation 

to the information identified in works such as: Jurafsky and Martin [7], Pulford [8], Nair and 

Hinton [9], Bouchard [10], Shore and Johnson [11]. ], Kingma and Ba [12], Gal and 

Ghahramani [13], Honnibal and Johnson [14]. 

Additionally, text classification techniques and procedures are analyzed using machine 

learning algorithms proposed by Zhang [15], Rennie, et al. [16], McCallum and Nigam [17], 

Vryniotis [18]., Nigam, et al. [19], Cortes and Vapnik [20], Platt [21], Wu, et al. [22], 

Crammer and Singer [23], Mola [24], Quinlan [25], Breiman [26], Dumais [27], Mikolov, et 

al. [28], Pennington, et al. [29], Landauer, et al. [30], Zhila, et al. [31], DeepLizard [32], 

Ognjanovski [33], Ruder [34], Brownlee [35], Senior, et al. [36], Sumit [37], Jacovi, et al. 

[38], Zhang, et al. [39], De Mulder, et al. [40], Hochreiter and Schmidhuber [41], Sherstinsky 

[42], Bahdanau, et al. [43], Su and Kuo [44], Vaswani, et al. [45], Horev [46] and others. 

This section therefore manages to provide an overview of the existing means by which it is 

possible to develop a system for the early detection of cyber vulnerabilities through natural 

language processing techniques. 
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2.2 Optimizing cyber-attack responses using honeypot systems 

 

The external environment of a cyber infrastructure is composed of the local environment and 

the global environment. Each type of environment brings with it a different type of 

exploitation risk. Local risk refers to trends in cyber-attacks that target primarily a specific 

cyber infrastructure. While computing based on organizational contextual risk allows 

vulnerabilities to be prioritized by the importance of components and the likelihood of 

exploitation given their susceptibility to attacks, profiling attackers allows vulnerabilities to 

be prioritized by attack types and targets preferred by malicious actors. 

In this sense, the theoretical aspects discussed in this section allow the identification of 

directions for implementing a modular system for assessing the local contextual risk of 

exploiting cyber vulnerabilities in an IT infrastructure in order to optimize responses to 

cyber-attacks. Thus, this section begins with the use of works such as those proposed by 

Spitzner [47], Pouget, et al. [48], Barnett [49], Livshitz [50] and HoneynetProject [51] to 

define three important concepts: honeypot, honeynet and honeytoken. 

Further, this section starts from the synthesis proposed by Nawrocki, et al. [52] to analyze 

existing honeypot systems. In this sense, the systems proposed by Portokalidis, et al. [53], 

Sharma and Sran [54], HiHatProject [55], Zhuge, et al. [56], TheHoneynetProject [57], 

Oosterhof [58], Provos [59], Rapid7 [60] and Osquery [61]. The analysis of the above 

systems therefore allows the identification of benchmarks in order to implement the local 

contextual risk assessment system for the exploitation of a cyber vulnerability and the 

optimization of responses. 

Obtaining data from a honeypot further addresses issues such as the need for information of 

"blue teams" and the need to identify indicators to prevent zero-day vulnerabilities. A 

honeypot system thus manages to expose the unknown weaknesses in a cyber infrastructure 

for the teams responsible for remediation. Moreover, the information obtained by such a 

system can be quantified and used in calculating the operational risk of the various 

components of a cyber infrastructure. 
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2.3 Contextual risk of exploiting a cyber vulnerability 
 

Defining the contextual risk of exploiting cyber vulnerabilities is part of the broader 

discussion of the difference between a proactive and reactive approach to cyber security. A 

study by FireEye shows that almost half (42%) of exploits of cyber vulnerabilities are made 

after the release of a version of the target software that treats that vulnerability [62]. This 

shows that an appropriate process of prioritizing cyber vulnerabilities - which involves 

calculating the risk of exploitation - can significantly reduce the losses caused by cyber-

attacks. 

Cyber security risk assessment procedures are methodologies for targeting vulnerabilities 

identified in an IT infrastructure. Most existing risk assessment procedures use a standardized 

system for assessing common vulnerabilities called CVSS [63]. This system is the result of 

efforts to centralize all identified cyber vulnerabilities and annotate them with an impact 

score. Thus, the monitoring systems for cyber threats have the function of identifying and 

quantifying the risk of vulnerabilities in a cyber infrastructure based on the standardized 

CVSS system. 

Although effective, the approach based on the standardized CVSS system raises a major issue 

in terms of ensuring cyber security. This approach based on international databases tends to 

ignore the context of cyber infrastructure. In this regard, approaches can be identified that 

propose the inclusion of additional parameters that take into account contextual aspects of 

cyber infrastructure. 

Furthermore, this section describes various theoretical and empirical approaches identified 

from the literature review that propose different methods for calculating the risk of exploiting 

cyber vulnerabilities using information additional to the CVSS system. Thus, solutions such 

as those described by Joh and Malaiya [64], Singh, et al. [65], Rapid7 [66] and Secureworks 

[67] which take into account variables within the cyber infrastructure to calculate the risk of 

exploiting cyber vulnerabilities. Hence the first type of contextual risk defined in terms of 

organizational contextual risk, which allows the prioritization of vulnerabilities in relation to 

the importance of infrastructure components and the probability of exploitation given their 

susceptibility to attacks. 

Based on the observations made by Chen, et al. [68], a second type of contextual risk of 

exploiting cyber vulnerabilities is proposed that considers variables from the external 
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environment of the cyber infrastructure. The external environment of a cyber infrastructure is 

composed of the local environment and the global environment. Each type of environment 

brings with it a different type of exploitation risk. Local risk refers to trends in cyber-attacks 

that target primarily a specific cyber infrastructure. While scoring based on organizational 

contextual risk allows vulnerabilities to be prioritized in terms of the importance of 

components and the likelihood of exploitation given their susceptibility to attacks, local risk 

scoring allows vulnerabilities to be prioritized according to the types and targets of attack 

preferred by malicious actors. 

Unlike contextual risk scoring, local scoring uses parameters external to the infrastructure to 

prioritize identified vulnerabilities. Such an approach requires simulating the environment to 

be protected and attracting real attackers to understand their attack strategies and targets. 

Thus, the section develops in detail the theoretical aspects of a honeypot approach. In 

summary, the proactive contextual approach in mitigating the risk of exploiting cyber 

vulnerabilities in an IT infrastructure in relation to the organizational context can be 

improved by analyzing local external attack trends. 

The global external environment of a cyber infrastructure has the same characteristics as the 

local environment but on a larger scale. Thus, the risk associated with this environment, the 

global risk, refers to the trends in cyber-attacks that mainly target a common component of 

cyber infrastructures. In other words, global risk involves a quantification of the popularity of 

exploiting a global vulnerability. 

An alternative to quantifying the global contextual risk of exploiting cyber vulnerabilities is 

to use OSINT (Open-Source Intelligence) methods. In this regard, this section documents 

articles from the literature such as those written by Hayes and Cappa [69], Horawalavithana, 

et al. [70], Hobbs [71], Andrew, et al. [72], Rosa, et al. [73] and Day, et al. [74]. Also 

described are various technical implementations of OSINT data processing algorithms such 

as those proposed by Chen, et al. [75], Mittal, et al. [76], Sabottke, et al. [77], Dionysius, et 

al. [78], Abdullah, et al. [79], Zhou, et al. [80], Liao, et al. [81], Husari, et al. [82], Tavabi, et 

al. [83] and Deliu, et al. [84].  



10 
 

3 Empirical Studies  
 

In order to develop the system proposed in Figure 1, the implementation of three 

complementary modules is targeted. It is primarily about developing a system that allows for 

the early detection of cyber vulnerabilities in open data sources ("EVE"). Secondly, it is a 

system that allows the optimization of the response to cyber-attacks through a honeypot 

architecture ("HUNT"). Thirdly, it is an integrated system for calculating the contextual cyber 

risk to reduce the area of attack ('CRS'). 

The first system consists of a natural language processing model that allows the identification 

of cyber vulnerabilities from open data sources such as websites and the Twitter platform. 

This system allows the automation of the process of identifying an existing strategy for the 

exploitation of cyber vulnerabilities and the identification of new cyber vulnerabilities. Thus, 

cyber vulnerabilities preferred by global attackers can be identified. 

The second system consists of a cyber infrastructure scanning agent and a model for 

developing a honeypot replication of the infrastructure. The purpose of this system is to 

replicate the cyber infrastructure in order to expose it to cyber-attacks and to identify the 

vulnerabilities preferred by local attackers. The section dedicated to this system presents the 

agent's implementation efforts in a real infrastructure as well as the implementation efforts of 

a honeypot system. 

The latest proposed system has as its components a component for mapping cyber 

infrastructure and a component for identifying and assessing cyber vulnerabilities. Together, 

the two components allow the implementation of an organizational contextual risk calculation 

system. As part of the implementation of this system in a real cyber infrastructure, a 

methodology for calculating organizational contextual risk has been developed. 

In the following lines are presented in turn the efforts of the three empirical studies that 

aimed to implement the systems presented above. 
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3.1 Early detection of vulnerabilities in open data sources ("EVE") 
 

The modular global contextual risk estimation system involves the use of natural language 

processing techniques through machine learning and natural language processing 

technologies in order to identify cyber vulnerabilities from open data sources. The innovative 

character of the proposed solution is given by the system processing sequence that merges 

data from two OSINT type sources: posts from the Twitter platform and specialized articles. 

For the development of the proposed system, a series of data sets were used. The first data set 

used is a corpus of 1000 cyber security articles extracted mainly from The Hacker News and 

supplemented with articles from Threat Post, Ars Technica and Security Affairs. The second 

set of data is a total of 3,100 tweets from Twitter communities, in which sharing knowledge 

about new cyber vulnerabilities is a common practice. Additionally, a new untagged dataset 

was created by automatic retrieval from specialized websites. The new corpus was extracted 

from 20 specialized websites and contained 65.8 million tokens and a vocabulary of 63,000 

words. The last data set is the usability assessments applied to a convenience sample of 20 

individuals. 

Figure 2 shows an overview of the proposed system, developed following the efforts 

presented in the laboratory activity [85, 86]. For the text analysis, prediction and 

classification component, a number of approaches based on machine learning and natural 

language processing techniques were used. Thus, the first two data sets were used to 

implement text analysis modules in Twitter articles and posts. Furthermore, the following 

data set was used to implement an interpretable model of data analysis, prediction and 

classification. Finally, the last data set was used to evaluate the user interface of the proposed 

system. 
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Figure 2. Early vulnerability identification system architecture. 

 

The results in Table 1 show that the BERT classification method has a slightly better overall 

performance in terms of accuracy (85.50%) than SVM, while MNB has a considerably lower 

performance. 

 

Table 1. Evaluation of implementation alternatives for the news-based analysis module. 

Model Min. Max. Mean 

SVM 83.00 87.00 85.05 

MNB 72.50 81.50 76.60 

BERT 82.50 88.00 85.50 
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Regarding the algorithm for detecting cyber vulnerabilities that uses only data from web 

platforms specialized in posting news in the field of cyber security, the proposed prototype 

obtains an average accuracy of 85.5%. The results obtained for other similar solutions vary 

between 90% and 95% [80-82]. However, in Table 2 it is shown that when considering 

specialized articles contained in the posts on the Twitter platform, but also of certain metrics 

such as the number of appreciations and distributions, an accuracy is obtained approximately 

equal to the best identified in the literature. 

 

Table 2. Evaluation of implementation alternatives for the news-based module in Twitter posts. 

Model Accuracy (text only) Accuracy (text + likes + 

retweets) 

BERT 93.33% 93.97% 

SVM 90.96% 90.97% 

CNN 93.97% 94.96% 

 

The results in Table 3 show the performance obtained by the trained models only on the tweet 

texts used; as such, the available text has been reduced to a maximum length of 144 

characters. Here, too, the BERT model has better performance than the others with an 

accuracy of 92.31%, surpassing the CNN model by about 1%.. 

 

Table 3. Evaluating implementation alternatives for the module based on Twitter posts. 

Model Accuracy (tweet text 

only) 

Accuracy (text + likes + 

retweets) 

BERT 91.91% 92.39% 

SVM 75.90% 76.06% 

CNN 90.80% 91.28% 

 

Regarding the algorithm for detecting cyber vulnerabilities that uses data exclusively from 

the Twitter platform, the proposed prototype obtains an accuracy of 92.39%. These results 

exceed the standard of the identified existing algorithms whose accuracy varies between 45% 

and 92% [75-78]. 

In Table 4, the results of the different implementation alternatives developed for the 

development of an interpretable model can be seen. The first model (MNB) provided a 

benchmark for comparing the results, which is an interpretable model. The following models 
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involved either the exclusive use of the automatically collected aggregated data set or the 

adjustment of the annotated item data set. The third model involved the addition of an 

interpretability component that allows the explanation of classification results through 

prototypes (exemplary articles for text classes). 

Table 4. Performance of interpretable models. 

Model Accuracy Precision Recall Score 

F2 

Interpretable 

MNB 0.84 0.92 0.62 0.66 Yes 

Longformer (no fine-tunning) 0.87 0.76 0.95 0.90 No 

Longformer (with fine-tuning) 0.86 0.73 0.98 0.92 No 

Longformer + ProSeNet 0.87 0.78 0.91 0.88 Yes 

 

Additionally, a usability analysis of the system's graphical interface was performed. The 

original contribution in this regard refers to the use of the graphical interface layout as an 

object of evaluation, in order to obtain early feedback. According to the proposed evaluation 

method, the graphical interface could be labeled as any of the following: superfluous, neutral, 

too task-oriented, too self-oriented, task-oriented or desired. According to the AttrackDiff 

evaluation method, the layout can be labeled as task-oriented. Moreover, the usability 

assessment method made it possible to identify opportunities to improve the user interface. 

The figure below shows an example screen in the GUI. 

. 

 

Figure 3. Screen example from the graphical interface of the global contextual risk estimation system. 
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3.2 Optimizing the response to cyber-attacks using honeypot systems ("HUNT") 
 

This section presents the implementation of a system that aims to calculate the local 

contextual risk of exploiting a cyber vulnerability. The proposed approach aims to create an 

agent-type architecture and to create a honeypot-type architecture capable of simulating a 

virtual environment, distracting the attackers of that virtual environment as well as collecting 

information on the means of attack used. 

The first data set used to evaluate the implementation contains information collected through 

the scanning agent developed within an infrastructure comprising 12 devices. For each 

device, the scan agent was able to obtain information about the application names, their 

descriptions, identification numbers, installation date, language, local package, code type, 

component vendor, component version, and other details such as connected ports. Of these, 

the evaluation was performed by reference to the component name, version, component 

description, and associated port for a device. The choice of these dimensions was made by 

reference to the minimum standard of information needed to infer cyber vulnerabilities in the 

infrastructure. 

The second data set is the response of an application load balancer (ALB) to scanning 

mechanisms such as Nikto, Nmap and DIRB. A total of 317,709 packets were sent to the 

ALB component to identify its effectiveness in redirecting suspicious traffic to the developed 

honeypot system. Thus, positive or negative detection of suspicious traffic was reported along 

with the number of packets for each mechanism. 

The third data set is obtained after performing an experiment in which the performance of the 

honeypot system was evaluated. The data obtained refer to the number of packets sent within 

24 hours by cyber attackers, a unique identifier for attackers, the country of origin of the 

attack and the level of vulnerability of the system reached by honeypot attackers. In addition, 

these results were compared with the results of a traditional honeypot system developed in 

order to obtain a benchmark. 
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Figure 4. The architecture of the HUNT honeypot system integrated by the load balancer 

 

To evaluate the proposed system, the results of the agent's application on a real cyber 

infrastructure, the load balancer results in the case of a honeypot system implemented on a 

website and the honeypot results within 24 hours in front of cyber attackers are analyzed in 

turn. 

Following the implementation of the agent in a cyber infrastructure, a number of data were 

obtained such as: application data, driver data, firewall data, hardware data, installed feature 

data, process data, user data, network data, operating system data, packet data, and more. 

Table 5 shows a sample of data extracted from a single device of an infrastructure. Data such 

as those in Table 5 can be used to create a honeypot system that simulates the infrastructure 

to be protected. The developed agent folds both for the subsequent implementation of the 

honeypot system and for obtaining additional information for the cyber infrastructure analysis 

system. In this regard, the agent may provide additional information for the calculation of 

organizational contextual risk. 
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Table 5. Sample data collected by the agent. 

Application Version Description Port 

Microsoft Windows Operating 

System  10.0.17763.1  Distributed File System Replication 49913 

Microsoft Windows Operating 

System 

 

10.0.17763.719  Domain Name System (DNS) Server 49700 

Microsoft Windows Operating 

System  10.0.17763.1  Spooler SubSystem App 49677 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 49675 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 49674 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 49668 

Microsoft Windows Operating 

System  10.0.17763.1  Host Process for Windows Services 49667 

Microsoft Windows Operating 

System  10.0.17763.1  Host Process for Windows Services 49666 

Microsoft Windows Operating 

System  10.0.17763.1  Host Process for Windows Services 49665 

Microsoft (R) Windows (R) 

Operating System  10.0.17763.1 

 

Microsoft.ActiveDirectory.WebServices 9389 

Microsoft Windows Operating 

System  10.0.17763.1  Host Process for Windows Services 3389 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 3269 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 3268 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 636 

Microsoft Windows Operating 

System  10.0.17763.1  Host Process for Windows Services 593 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 464 

Apache HTTP Server  2.4.47  Apache HTTP Server 443 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 389 

Microsoft Windows Operating 

System  10.0.17763.1  Host Process for Windows Services 135 

Microsoft Windows Operating 

System  10.0.17763.1  Local Security Authority Process 88 

Apache HTTP Server  2.4.47  Apache HTTP Server 80 

Microsoft Windows Operating 

System 

 

10.0.17763.719  Domain Name System (DNS) Server 53 

 

Furthermore, the results of the application of suspicious traffic routing via Nikto, Nmap and 

DIRB to the load balancer component are summarized. As can be seen in Table 6, indicators 

related to the number of packets sent, the size of the traffic generated, the number of 
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responses that returned the 404 error, as well as the detection of suspicious port-level traffic 

by load balancer were measured. 

Table 6. Traffic redirected to the honeypot by the Load Balancer component. 

Mechanism No. sent packages Nr. 404 answers Port Detection Redirected to 

Honeypot 

Nikto (123) 2340 978 Negative Positive 

Nikto (ade) 2123 900 Negative Positive 

Nikto (4890) 2000 874 Negative Positive 

Nikto (567) 1988 850 Negative Positive 

Nmap (TCP) 1005  - Positive Positive 

Nmap (Stealth) 1004  - Positive Positive 

Nmap (Fin) 1009  - Positive Positive 

Nmap (Null) 1007  - Positive Positive 

Nmap (UDP) 1008  - Positive Positive 

Nmap (UDP) 1006  - Positive Positive 

Nmap (X-mas) 1004  - Positive Positive 

DIRB (imp) 120321  60594 Positive Positive 

DIRB (nerec) 50344 12456 Negative Positive 

DIRB (404) 120321  60594 Positive Positive 

DIRB (IM) 11229 56789 Positive Positive 

Total 317,709 142,924 N/A N/A 

 

Finally, the results obtained by the honeypot system developed for the same website are 

presented. As can be seen in Table 7, information on attackers and the level of vulnerability 

reached in the honeypot system is illustrated. These results show that the developed system is 

4.4 times more performant than a traditional honeypot system.  
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Table 7. Hunt system attacker statistics measured over 24h. 

Id Atacator Nr Pachete Trimise IP Atacator Tara Atacator Nivel Atins 

THA1                73,492       121.235.179.x China L2 

THA2                45,334       195.82.150.x Ucraina L2 

THA3                39,975       159.75.52.x China L2 

THA4                25,648       109.195.179.x Rusia L1 

THA5                16,811       35.232.230.x USA N/A 

THA6                16,654       161.35.59.x USA L1 

THA7                13,543       221.158.220.x Korea de Nord N/A 

THA8                11,582       213.142.159.x Turcia L1 

THA9                10,902       89.216.121.x Serbia L1 

THA10                  7,503       49.85.59.x China L1 

THA11                  7,326       178.63.41.x Germania N/A 

THA12                  7,219       77.47.247. Ucraina N/A 

THA13                  5,998       178.172.137.x Belarus N/A 

THA14                  5,863       124.244.3.x Hong Kong N/A 

THA15                  5,694       94.103.91.x Rusia N/A 

THA16                  5,869       185.156.43.x Ucraina L3 

THA17                  5,728       52.42.115.x USA N/A 

THA18                  4,619       201.163.247.x Mexic N/A 

THA19                  2,802       15.229.2.x Brazilia N/A 

THA20                  2,661       89.137.217.x Romania N/A 

THA21                  2,487       175.24.114.x China N/A 

 

These results confirm the development of the components needed to implement a honeypot 

system as a constituent part of a system to reduce the risk of exploiting cyber vulnerabilities 

of an IT infrastructure. Unlike similar agent-based scanning solutions [53-61], the proposed 

system is distinguished by its superior ability to reproduce the targeted infrastructure, given 

the plausibility of replicating elements based on data collected by the agent. 
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3.3 Integrated Contextual Risk Reduction System (“CRS”) 

In order to implement a system for calculating the organizational contextual risk of exploiting 

cyber vulnerabilities in an IT infrastructure, the development of a component for continuous 

monitoring of a cyber infrastructure and the development of a methodology for calculating 

the contextual score of identified vulnerabilities are aimed. This choice was motivated by 

laboratory research [89, 90] 

External (eg Nmap) and internal scanning means (based on a virtual machine installed in the 

target infrastructure) have been implemented for the development of continuous monitoring 

components. A set of data obtained from internal and external scanning processes on a real 

cyber infrastructure was used to develop the methodology. The data set contains 133 inputs 

that represent devices identified by the scanning means. For each device, a number of 

features were collected, such as: product name, version, cpe ID number, operating system 

type, port, transport protocol, and url. CVE and CVSS international vulnerability indexing 

systems have also been used to identify cyber vulnerabilities. In total, 63 cyber vulnerabilities 

present in the analyzed system were identified. 

In addition, data were collected on the impact of each component on the cyber infrastructure. 

This data was entered by the cyber infrastructure manager through a specially developed 

visual interface. Furthermore, a number of information about the degree of exposure of the 

devices was inferred in relation to the information obtained through internal and external 

scanning. Details of the methodology used to infer this data are provided in a later section. 

Figure 5 shows the system architecture. 

.  
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Figure 5. The architecture of the cyber infrastructure analysis system. 

 

External and internal scanning tools allow the collection of data on cyber infrastructure and 

the identification of cyber vulnerabilities. The "Cortex" component allows the use of 

extracted data to calculate the organizational contextual risk score. To this end, a procedure 

for assessing the individual risk of each device in relation to the CVSS system has been 

implemented. After applying the individual risk rating procedure, the system calculates the 

contextual risk score for each device. The contextual risk score of a device is composed of 

the degree of exposure of the device in relation to the ease of access to the Internet (ZE), the 

probability of exploitation given the existence of a made public strategy (ES) and the degree 

of exposure of the device to the type of users. human or computational access to the system 

(EU). The formula below shows the three elements (ZE, ES, EU) and the associated weights 

(PZ, PE, PU). 

𝐶𝑅𝑆 = 𝑃𝑍 ∗ 𝑍𝐸 + 𝑃𝐸 ∗ 𝐸𝑆 + 𝑃𝑈 ∗ 𝑈𝐸 

 

This formula allows the quantification of the organizational contextual risk in relation to the 

susceptibility of the components to cyber-attacks. The associated weights are presented in 

Table 8 and were assigned by a decision based on the consensus of the cybersecurity experts 

involved in the project. 
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Table 8. Device context punctuation. 

ZE UE 

Context type ZE Score Context type UE Score 

Internet 100 Servers & Users 100 

WAN 60 Users only 60 

Isolated Users 40 Servers only 40 

Isolated Servers 20 No access 0 

Offline 0   

 

Furthermore, a formula has been developed that also considers the importance of devices for 

organizational processes in relation to the data provided by the network administrator. Thus, 

the final formula considers the individual risk score based on CVSS, the contextual risk score 

described above (CRS) and the impact that the operation of the device would have on the 

business (BI). In the formula below, the three elements (CVSS, BI and CRS) are presented 

together with the corresponding weights (PC, PB and PS), whose value is determined 

empirically. 

𝑂𝑅𝑆 = 𝑃𝐶 ∗ 𝐶𝑉𝑆𝑆 + 𝑃𝐵 ∗ 𝐵𝐼 + 𝑃𝑆 ∗ 𝐶𝑅𝑆 

Table 9 shows a sample of the results obtained by applying the contextual risk calculation 

formulas. IP and DNS data have been anonymized. The table also includes the scores for the 

constituent elements of each formula. For the example below, the weights PZ (0.3), PE (0.5) 

and PU (0.2) but also PC (0.5), PB (0.25), and PS (0.25) were used. 

Table 9. The results of the application of the formula for calculating the contextual risk of the 

organization on a sample with identified cyber vulnerabilities. 

CVE IP/DNS CVSS ZE UE ES CRS BI ORS 

CVE-2018-20148 Anonymized 98 100 100 100 100 55 87.75 

CVE-2017-14723 Anonymized 98 100 100 100 100 55 87.75 

CVE-2017-16510 Anonymized 98 100 100 100 100 55 87.75 

CVE-2020-11984 Anonymized 98 100 100 100 100 55 87.75 

CVE-2019-0398 Anonymized 88 100 100 50 75 100 87.75 

CVE-2015-4603 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-4073 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-6834 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-4072 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-6835 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-4599 Anonymized 98 100 100 100 100 50 86.5 
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CVE-2014-9912 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-4600 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-4602 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-4071 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-4603 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-4073 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-6834 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-4072 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-4599 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-4600 Anonymized 98 100 100 100 100 50 86.5 

CVE-2015-4602 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-4071 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-7127 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-6288 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-6290 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-5771 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-2554 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-4538 Anonymized 98 100 100 100 100 50 86.5 

CVE-2016-9137 Anonymized 98 100 100 100 100 50 86.5 

CVE-2019-9641 Anonymized 98 100 100 100 100 50 86.5 

 

As can be seen, the contextual risk calculation formula (CRS) allows the differentiation of a 

CVE as being less urgent, from a contextual point of view, which is then transposed into the 

final operating risk calculation formula. It can also be seen that the organizational contextual 

operational risk (ORS) calculation formula allows a better prioritization of the identified 

cyber vulnerabilities in the cyber infrastructure than the CVSS score. 

The empirical study described in this section brings in addition to similar solutions such as 

Nextpose [66] or the methods proposed by Joh and Malaiya [64] and Singh, et al. [65] 

presented in the dedicated section of Chapter 2.1, a prioritization based on factors in addition 

to those in international databases such as CVSS. It is primarily a matter of introducing a 

parameter that indicates the importance of the device for carrying out the activity of the 

organization, therefore, and the importance of fixing the vulnerabilities identified on this 

device. It is also about inferring certain parameters from the data obtained by scanning from 

outside and inside the network.  
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4 Discussion 
 

This section discusses the integration opportunities of the three systems developed through 

the empirical studies presented. The EVE (3.1) and CRS (3.3) systems aim to improve the 

formula for calculating contextual risk by taking into account external parameters. The cyber 

security vulnerability early identification system offers the possibility to improve the formula 

for calculating the organizational contextual risk of exploiting a vulnerability. For example, 

the exploit score (ES) parameter involves identifying the existence of a means of exploiting 

cyber vulnerabilities. Early identification of cyber vulnerabilities can identify the existence of 

an exploitation strategy given the mention of vulnerability in the online community. 

Moreover, the related score can thus obtain values between 1 and 100, not being limited only 

to the existence or non-existence of the knowledge of the system managers regarding the 

strategies for exploiting cyber vulnerabilities. 

An integration between the Hunt (3.2) and EVE (3.1) systems can be designed in a two-way 

way, so that the Honeypot component transmits to the early identification module new attack 

vectors unknown until then, and the early vulnerability identification component transmits to 

the module CTF from Hunt new emerging vulnerability, which it should integrate into the 

profiling flow of attackers. In the same way, we can consider the integration between Hunt 

(3.2) and CRS (3.3) opportune, in which case the contextual risk calculation system can 

provide the CTF component of Hunt with the list of vulnerabilities of the most important 

systems to expose them to exploitation. attackers who are able to exploit them. At the same 

time, I emphasize the importance of data transfer between EVE (3.1), Hunt (3.2) and CRS 

(3.3) systems to SIEM / SOAR systems used in the day-to-day activities of SecOps teams for 

analysis and response to security incidents. 

Last but not least, the identification of new types of internal and external parameters can lead 

to the identification of new approaches for the integration of the three systems. In conclusion, 

this thesis presents the studies carried out to reduce the attack surface and optimize the 

response to cyber security incidents in complex infrastructures for teams in operational 

security centers (SOC), but also the opportunities for integration between the components 

described above. 
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5 Conclusions and further developments 
 

This thesis presents the research efforts we have made in order to develop the components of 

an integrated system for streamlining the processes of operational security centers (SOC) by 

reducing the attack area and optimizing the response to incidents in complex IT 

infrastructures. Such a system responds to the problems of scaling operational security teams 

(SecOps), which are characterized by exponential speed and complexity, and which bring 

with them an increased exposure to cyber risks. In this sense, the innovative solutions 

proposed in the 3 studies offer methods for early identification of new vulnerabilities, 

optimization of the response to cyber-attacks using modern honeypot systems, and 

prioritization of known cyber vulnerabilities to reduce the attack surface. The results of the 

studies promise to streamline the operation of operational security centers. Moreover, further 

developments aim at improving the performance of the proposed systems and integrating 

them into a unitary system. 

5.1 Original Contributions 

 

Regarding the original contributions presented in this thesis, the following are listed: 

• CO1: Design, development and testing of two automated natural language processing 

models for early identification of cyber vulnerabilities using open data sources. 

• CO2. Development and testing of an interpretable automatic model for natural language 

processing to explain the results obtained. 

• CO3: Design and implementation of an innovative methodology for assessing the usability 

of graphical interfaces of cybersecurity web applications. 

• CO4: Design, development and testing of a honeypot computer system with the ability to 

camouflage in the real infrastructure of an organization. 

• CO5: Design, implementation and testing of the impact of a method of profiling attackers in 

honeypot systems using game theory. 

• CO6: Design and testing of a method and an algorithm to quantify the contextual risk of 

exploiting cyber vulnerabilities in a complex IT infrastructure based on external and internal 

metadata. 
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