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1 Low-inertia power systems 

1.1 Emerging power systems. Introduction for inertia issues  

The operating paradigm in power systems is changing toward emerging power systems with new 

and advanced technologies to generate, transmission, and distribution for electric power. These 

systems often rely on generation from intermittent renewable energy sources interfaced with power 

electronics. One of the challenges that emerging power systems face is the need to maintain grid 

stability and reliability despite the variability of renewable energy sources. Consequently, the 

inertia of the power system decreases as the penetration of RES increases. The reduced inertia in 

the power system leads to an increase in the rate of change of frequency (rocof) and frequency 

deviations in a very short time, under power imbalances that substantially affect the frequency 

stability of the system [149] [153]. 

In general, inertia is defined as the resistance of a physical object to a change in its state of motion, 

including changes in its speed and direction. Inertia is a measure of the energy stored in rotating 

masses within a power system, such as turbines in conventional power plants. [149] This stored 

energy helps to stabilize the grid by providing a buffer against sudden changes in power demand 

or supply. However, many renewable energy sources do not have the same level of inertia as 

traditional power plants, which can make it more difficult to maintain grid stability. 

1.2 Active distribution grids. Microgrid concept  

In this chapter a short introduction and an analysis of the concept of microgrids is provided, as the 

microgrids are often characterized as the “building blocks of smart grids”, that are perhaps the most 

promising, novel network structure.[59]. The organization of microgrids is based on the control 

capabilities over the network operation offered by the increasing penetration of distributed 

generators including microgenerators, such as microturbines, fuel cells and photovoltaic (PV) 

arrays, together with storage devices, such as flywheels, energy capacitors and batteries and 

controllable (flexible) loads (e.g., electric vehicles), at the distribution level. These control 

capabilities allow distribution networks, mostly interconnected to the upstream distribution 

network, to also operate when isolated from the main grid, in case of faults or other external 

disturbances or disasters, thus increasing the quality of supply. Overall, the implementation of 

control is the key feature that distinguishes microgrids from distribution networks with distributed 

generation.  

Currently, there are multiple definitions for microgrids: 

• as a group of interconnected loads and distributed energy resources (DERs) within clearly 

defined electrical boundaries that acts as a single controllable entity with respect to the grid. 

The microgrid can connect and disconnect from the grid to enable it to operate in both grid-

connected or islanded modes. [21]. 

• Microgrids can be defined as small, local distribution systems containing generation and 

load, the operation of which can be separated totally from the main distribution system or 

connected to it, differing from existing island power systems (such as offshore oil/gas 

platforms, ships, etc.) in which the connection to and disconnection from the main grid is a 

regular event [17]. 

• Microgrids comprise LV distribution systems with distributed energy resources (DER) 

(microturbines, fuel cells, PV, etc.) together with storage devices (flywheels, energy 

capacitors and batteries) and flexible loads. Such systems can be operated in a non-
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autonomous way, if interconnected to the grid, or in an autonomous way, if disconnected 

from the main grid [59]. 

The difference between a microgrid and a passive grid penetrated by micro-sources lies mainly in 

terms of management and coordination of available resources. A microgrid appears at a large 

variety of scales: it can be defined at the level of a LV grid, a LV feeder, or a LV house – examples 

are given in Figure 1-1. In general, the maximum capacity of a microgrid (in terms of peak load 

demand) is limited to few MW. 

In Figure 1-2, the microgrid concept is further clarified by examples that highlight three essential 

microgrid features: local load, local micro-sources, and intelligent control. In many countries 

environmental protection is promoted by the provision of carbon credits using renewable energy 

sources and combined heat and power (CHP) technologies; this should be also added as a 

microgrids feature. Absence of one or more features would be better described by Distributed 

Generation interconnection cases or demand side integration cases. 

a)  

b) 

 c) 

Figure 1-1. Types of microgrids  

a) microgrid as a low-voltage grid b) microgrid as a low-voltage feeder c) microgrid as a low voltage house 
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Figure 1-2. Simple examples of what is not a microgrid  

1.3 Information aggregation. Definition for energy transfer measurands.  

Energy transfer is usually associated with a model characterized by quantities associated with a 

periodic sinusoidal system. For extracting relevant information for the system under analysis, the 

aim is to determine the parameters that characterize the energy transfer. In this context, the signals 

associated with the variables that describe the operation of the system can be described by a 

minimal set of parameters, the so-called information concentrators. This implies a loss of 

information by reducing the set of values describing the variation of the measurand during the 

analysis windows Tm to one or two measured values. Thus, for a periodic signal x(t), the following 

characteristic parameters of the signal are defined during the measurement windows (average 

value, rectified average value, RMS value). Moreover, these parameters are subjected to some 

aggregation algorithms (quadratic averaging or arithmetic) [63] to get reporting rates of measurand 

compatible with measurement and control systems suitable for inertial power systems (usually 3s). 

1.4 Emerging measurement techniques 

The approach in this thesis is how to accurately extract information in non-stationary power signals 

from measurements delivering a measurement result and the associated metrological quality (called 

from now on, 2M paradigm). To digitally measure a time varying signal, without loss of 

information, we need to address the relationship between the sampling window of the measurement 

system and the rate at which the signal is varying [57], [91] together with the model of the signal 

itself [74]. An additional flagging concept is required to derive a “steady state signal” (called from 

now on, 3S) based on rapid voltage change monitoring of the IEC 610000-4-30 Standard (3rd 

edition) [74]. One proposal is for an enhanced definition (called 4M paradigm) by including the 

steady state flag derived from frequency measurements and with various application-selected 

thresholds and window durations.  

2 Methods for Monitoring Distorted Time-Varying Waveforms 

2.1 Non-linear, non-stationary signals for energy transfer  

The operation of current distribution grids is impacted by the high variability of the energy 

transfer. For high efficiency in operation and increased power quality evaluation, awareness over 

the distorted waveform signals is needed, and thus, a new approximation model for its characteristic 

quantities (voltages, currents, power). An important issue to be considered is the accuracy of 
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estimating time-varying distorted voltage and current signals, following fast successive quasi-

steady-state operation modes. 

2.2 Short Time Fourier Transform (STFT) 

Short-Time Fourier Transform It is a method for estimating the spectrum of a signal that changes 

over time. The meaning of this approach is to divide the signal into several segments of equal 

length (which may or may not overlap with each other) by using a moving window and then apply 

the Fourier transform to these segments. The main disadvantage of the STFT may be called the 

uncertainty principle, which follows from the theoretical limits that the Fourier transform has. 

When the window size decreases, we know more accurately at what time the signal had this 

frequency, but at the same time, we know less accurately the value of this frequency. When the 

window size increases, it does the opposite, we know the frequency value more accurately, but less 

accurately the time when this frequency was present in the signal. The Fourier Transform using 

sliding windows is used in high-frequency components identification in variable signals up to 150 

kHz, using a method provided in the latest standard IEC 61000-4-7 [78], using implementation 

specifications from CISPR 16-1-1 [77].  

 

2.3 High-reporting rate measurement equipment  

Synchronized measurements are a critical aspect of power system monitoring and control. In a 

power system, various electrical parameters such as voltage, current, and frequency need to be 

monitored in real-time to ensure safe and reliable operation. Synchronized measurements are used 

to measure these parameters with high accuracy and precision, enabling power system operators to 

quickly identify and resolve any issues that may arise. Phasor Measurement Units (PMUs) are 

specialized devices used to perform synchronized measurements in power systems. These units 

measure the voltage and current phasors at specific locations in the power system and transmit this 

information to a central control system. The PMUs use Global Positioning System (GPS) 

technology to synchronize their measurements in the power system. PMUs use high-reporting rates 

for the voltage and current phasors at rates up to 100 frames/second in 50 Hz systems. The 

measured values are then time-stamped with GPS accuracy (40-50 ns) and transmitted to a central 

control system for analysis. The central control system can use this data to create a real-time picture 

of the power system, allowing operators to quickly identify any abnormal conditions and take 

corrective action. 

2.4 Hilbert – Huang Method 

The Hilbert–Huang method was firstly introduced in [62] as an innovative tool for the analysis of 

nonstationary distorted signals to identify time-frequency-magnitude behavior of the mono-

components inside the original signal, with later modifications in [115]. The method includes 

Empirical Mode Decomposition (EMD) enhanced with appropriate chosen masking signals created 

based on the algorithm of Fast Fourier Transform, enabling this solution to generate truly mono-

component intrinsic mode functions (IMFs). Even in this situation, the improved EMD with 

masking signals will not always guarantee mono-component functions, and a post processing 

algorithm is proposed after applying the Hilbert Transform over the IMFs obtained. The use of the 

method and the ability of separating the modes of oscillation within a distorted waveform will be 

demonstrated as an investigation tool for identification of events in time varying, non-stationary, 

non-linear waveforms specific for the energy transfer within LV prosumer environment. 
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2.4.1 Instantaneous frequency  

The idea of an “instantaneous frequency” is relevant with the introduction of the Hilbert Transform, 

which at any time, can compute one value for the frequency that characterizes only one component 

(and here the introduction of mono-component functions). 

2.4.2 Intrinsic mode functions  

An intrinsic mode function (IMF) is defined by two principal characteristics: a) its mean is zero 

and b) the number of local extrema must be equal to or differ by at most 1 from the number of zero 

crossings within an arbitrary time window. A mono-component signal, by definition, has a unique 

well-defined and positive instantaneous frequency represented by the derivative of the phase of the 

signal. A signal, with multiple modes of oscillation existing simultaneously, will not have a 

meaningful instantaneous frequency. Accordingly, a distorted signal must be decomposed into its 

constituent mono-component signals before the application of Hilbert transform to calculate the 

instantaneous frequency.  

2.4.3 Empirical Mode Decomposition (EMD) 

The essence of the empirical mode decomposition (EMD) is to recognize oscillatory modes 

existing in time scales defined by the interval between local extrema. The steps comprising the 

EMD method are as follows: 

a1)  Identify local maxima and minima of distorted signal, x(t); 

a2) Perform cubic spline interpolation between the maxima and the minima to obtain the 

envelopes sM(t) and sm(t); 

a3) Compute mean of the envelopes, 𝑚(𝑡) =  
𝑠𝑀(𝑡)+𝑠𝑚(𝑡)

2
; 

a4) Extract 𝑐1(𝑡) = 𝑋(𝑡) − 𝑚(𝑡); 

a5) 𝑐1(𝑡) is an IMF if the number of local extrema of is 𝑐1(𝑡) equal to or differs from the 

number of zero crossings by one, AND the average of 𝑐1(𝑡) reasonably zero. If 𝑐1(𝑡) is not 

an IMF then repeat steps (a1 – a4) over 𝑐1(𝑡) (instead of x(t)) until the new𝑐1(𝑡) obtained 

satisfies the conditions of an IMF. 

a6) Compute the residue 𝑟1(𝑡) = 𝑥(𝑡) − 𝑐1(𝑡); 

a7) If the residue 𝑟1(𝑡) is above a threshold value of error tolerance, then repeat steps a1) – a6) 

on 𝑟1(𝑡) to obtain the next IMF and a new residue.  

2.4.4 Masking signals to separate components  

The FFT spectrum of the signal yields its approximate modal content. Masking signals are then 

required to separate modes of oscillations whose frequencies lie within the same octave, and to 

accentuate weak higher frequency signals so that they may be sifted out during the EMD. 

2.5 A Hybrid Hilbert-Huang Method for Monitoring Distorted Time-Varying Waveforms 

The main point highlighted in this section is that Huang’s EMD method to determine instantaneous 

frequency of mono-component signals (mono-component signals called IMFs) is enhanced with 

appropriate masking signals. This method will be used to study distorted power quality waveforms 

with multiple modes of oscillation so it must be decomposed into its mono-components before 

applying the Hilbert transform for instantaneous frequency computation. EMD based on masking 

signals has its ground base within FFT spectrum. Because when applied to nonstationary and 

nonlinear distorted signals FFT will approximate signal’s modal content, it is only used as a starting 

point for constructing the masking signals. EMD will be then employed to sift out higher frequency 

components from the original signal. 
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The signal 𝑥(𝑡), for the analysis window 𝑇𝑎 is digitized with appropriate sampling frequency 𝑓𝑠, 

resulting the discrete signal 𝑥[𝑝], with limits of error 𝑒𝑙𝑖𝑚 depending on the instrumentation chain 

(usually 2%, for normal operating condition). For the type of low voltage prosumer equipment 

today 𝑓𝑠 should be bigger than 10 kHz. In this work it has used a sampling frequency 𝑓𝑠 =
20 𝑘𝐻𝑧 and an analysis window of 𝑇𝑎 = 1𝑠. The steps are as follows: 

1. 𝑥[𝑝] (corresponding to 𝑥(𝑡) during 𝑇𝑎) is decomposed into its modes of oscillation with the 

help of the Empirical Mode Decomposition (EMD) proposed by Huang in [62] but 

enhanced with masking signals (obtained by applying a Digital Fourier Transform on the 

original signal 𝑥[𝑝]). 

2. Masking signals are created using the algorithm proposed in [13] and, because the process 

is based on resulting frequency [global] spectrum, the novelty/improvement here is related 

to the adequate selection of the components (amplitudes and frequencies) of interest by 

setting a threshold, discriminating useful information from noise.  

3. By deploying Empirical Mode Decomposition (EMD) on the digitized signal, mono-

component functions called intrinsic mode functions (IMFs) will be obtained. Each of the 

IMFs, for a random time window, has its mean equal to zero and the number of local 

extrema equal to or different by at most 1 from the number of zero crossings. 

4. After obtaining IMF components, Hilbert Transform is applied to compute amplitudes and 

the corresponding (instantaneous) frequencies in the individual intrinsic mode functions 

(IMF) components. By such, intrinsic mode function (IMF) decomposition emulates a 

generalized Fourier expansion with improved efficiency and applicability for non-

stationary data (characterized by variable amplitudes and frequencies). 

5. In some cases, when the improved EMD with masking signals does not deliver mono-

component IMFs signals, further demodulation is advised after Hilbert Transform. By 

performing the Hilbert Transform it can be observed a resultant modulation. 

 
Figure 2-1. Framework for decomposing distorted signal into high-frequency components using Hilbert–Huang method. 

 

6. A post processing method is proposed since each intrinsic mode function (IMF) 

approximates the modes of oscillation within the signal. The novelty of the method 

presented in this paper is for identification of quasi steady – state time intervals based on 

the instantaneous frequency computed using Hilbert Transform. By obtaining and detecting 

the time intervals where the signal has a constant variation, basic DFT is computed to obtain 

the true amplitudes and frequencies of the inner components of the original signal.  
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The approach of the method is a continuation of the one proposed in [150] with the aim of 

improving its performances and expanding the area of applications involving distorted waveforms 

analysis and it is presented in Figure 2-1.  

2.5.1 Versatile Discrete Fourier Transform and Masking Signals to Improve the empirical 

mode decomposition 

The methodology and the analytical approach used to construct such masking signals is now 

improved with the innovative versatile DFT essential for computing the parameters of the masking 

signals. The ground base of creating such signals is the DFT spectrum that will only be used as a 

starting point of the method, as the Fourier Transform approximates non-stationary, non-linear 

distorted waveforms modal content. The original current signal 𝑖(𝑡) subjected to the investigation 

window 𝑇𝑤 is digitized with proper sampling frequency 𝑓𝑠 resulting the discrete signal 𝑖[𝑝]. 
Afterwards, the estimated frequencies and associated amplitudes will be adequately selected out of 

the resulting frequency spectrums, and masking signals will be created based on the Discrete 

Fourier Transform.  

2.5.2 Enhanced empirical mode decomposition with Masking Signals  

Empirical Mode Decomposition (EMD) method is used for time-varying, nonstationary, nonlinear 

waveforms to split them into multiple intrinsic mode functions (IMFs) that possess the well-

behaved Hilbert Transform conditions. 

2.5.3 Post—Processing Method  

For non-stationary, nonlinear, distorted waveforms, the approach of this thesis considers a new 

algorithm as per the post processing part, applied over the results of the Hilbert Transform. The 

objective is to allow identification and segregation of quasi-steady-state subintervals within the 

total signal analysis window. The final detection of such time intervals will be conducted based on 

an updated version of the Rapid Voltage Changes (RVC) algorithm as defined in IEC 61000-4-30 

[63] and modified to fit into our hybrid algorithm. The updated version of the algorithm will be 

called Quasi-Steady-State Identification (QSSI). The final step will consist of identification of 

frequencies and amplitudes of the original digitized signal’s inner components, to be calculated 

based on a DFT algorithm executed over the identified quasi stationary intervals. 

 
Figure 2-2. Quasi-Steady-State Identification (QSSI) algorithm used for the hybrid Hilbert-Huang 

2.5.4 The Ability of the Method to Separate Components  

A synthetic digitized current signal is created to validate the method. A distorted signal emulating 

the parameters of the current in a common-coupling point for an energy community is constructed 

with a sampling frequency of 51.2 kHz, with a fundamental frequency of 50 Hz and multiple time-

varying components as described in Table 2-1. For this simulation, as can be seen in the table, the 
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components do not appear on the whole-time window (𝑇𝑤), but on some intervals only, their 

amplitudes being expressed in percentages of the RMS value of the original signal. 

Table 2-1. Components of the original signal under investigation. 

Time [s] Component Amplitude (% of RMS of Signal) 

 150 Hz 250 Hz 350 Hz 430 Hz 450 Hz 

0–0.253 23% 9% 19% 0% 0% 

0.253–0.450 14% 0% 5% 0% 5% 

0.450–1 0% 15% 0% 15% 0% 

 

The signal as described in the table above is plotted on Figure 2-3a together with its DFT spectrum 

(Figure 2-3b) of the components delivered by the Fourier analysis. DFT spectrum is the first step 

evolved in the hybrid Hilbert-Huang. 

  

a) b) 

Figure 2-3. (a) Original digitized signal described in Table 1, (b) Discrete Fourier Transform (DFT) spectrum of the original 

signal-range 100 Hz to 550 Hz. 

 

Based on the frequency information obtained from the DFT spectrum, masking signals were 

created to improve EMD tool and to properly extract four mono-component IMFs. Over each IMF, 

Hilbert Transform was applied, then a moving average filtered the results, and finally, with the 

help of the innovative post-processing method described in Section 2.5.3 three quasi-steady-state 

intervals were identified. One mention must be done because some parts were discarded based on 

the transitional aspects of the original signal, from one interval to the adjacent one and because of 

the artefacts at the end of the time window. Having obtained those time intervals, Hanning windows 

were applied over each interval, obtaining the following signals, as can be seen in Figure 2-4. 

(a) (b) 
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(c) 

Figure 2-4. (a) First quasi-steady-state interval enhanced with a Hanning window, (b) second interval enhanced with a Hanning 

window, (c) last interval enhanced with a Hanning window 

 

With the objective of identifying and separate the modes of oscillation inside the original distorted 

signal, with the quasi-steady-state intervals computed, we can now apply DFT over each of these 

time intervals and calculate the instantaneous frequencies and the amplitude of the inner 

components of the non-stationary, non-linear original signal. The final frequencies and the 

corresponding amplitudes are shown in Figure 2-5, as the method successfully traced the mono-

components, identified the time intervals, and the DFT applied once again on quasi-steady-state 

intervals. 

  

(a) (b) 

Figure 2-5. (a) Instantaneous frequencies and (b) amplitudes, of the mono-components extracted using the hybrid Hilbert-Huang 

method, of the synthetic signal described in. Table 2-1 

2.5.5 Demonstration  

A real distorted time-varying current waveform specific for a microwave oven is used and the 

measurement data were provided by an ELSPEC Power Quality analyzer [37]. The current 

waveform digitized at a sampling rate of 1024 samples per cycle, or 51.2 kHz, was studied over a 

𝑇𝑤 =  7𝑠 time-window. The time window was appropriately chosen to capture the very particular 

cycle-based way of operating of a microwave oven. The rated input power of the under-

investigation oven is 1200 W. As it will be shown in Figure 2-6, the current varies from 

approximate 8 A (peak-to-peak value) to 0.3 A and then back again to 8 A with a 1 s transition 

when the current reaches 4 A, peak-to-peak value. Significant 150 Hz and 250 Hz time varying 

components are expected to be identified within the time window, but also 100 Hz, 200 Hz, and 

350 Hz. The original signal and the associated DFT spectrum are depicted in Figure 2-6. 
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(a) (b) 

Figure 2-6. (a) Original digitized current signal of a microwave oven, (b) DFT spectrum of the original signal-range 100 Hz to 

500 Hz. 

The main frequencies, other than the fundamental one, are, as can be seen above, 100 Hz, 250 Hz, 

200 Hz, 250 Hz, and the 350 Hz. It is to be noted that the DFT spectrum is spread over a range of 

frequencies thus causing the amplitude information to be subjected to a resultant uncertainty. The 

first step in applying the enhanced EMD was to construct masking signals, as visually described in 

Figure 2-1. Based on the versatile DFT spectrum, four modes of oscillation were identified within 

the signal at 100 Hz, 150 Hz, 250 Hz, and 350 Hz. For those components, appropriate masking 

signals were constructed with 150 Hz, 250 Hz, 400 Hz, and 600 Hz. IMF 4 will be considered 

negligible in amplitude, and it will be discarded from the analysis, and the Hilbert Transform will 

be applied over the remaining IMFs.  

  

(a) (b) 

  

(c) (d) 

Figure 2-7. Quasi-steady-state intervals enhanced with Hanning windows: (a) First interval, (b) second interval, (c) third interval 

subjected to EMD for a second time, (d) fourth interval. 

 

The novelty underlined within this paper in terms of quasi-steady-state time intervals identification 

is the next step in the intended application of the hybrid method. QSSI proves its practicality when 

it comes to non-stationary non-linear distorted power signals for which further investigation is 

required. Detection of steady-state time intervals within a distorted power waveform together with 

the associated frequency content is opening a wide range of potential applications such as load and 

generation signature profiling, power system event diagnosis, distribution transfer function 
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estimation, etc. After filtering the results of Hilbert Transform, the algorithm for identification of 

quasi-steady-state intervals was enabled and four time-intervals were detected. Out of those, only 

three of them could be called quasi-steady state, with the remaining one to be subjected to further 

EMD analysis. The resulting intervals enhanced with the Hanning window are shown below in 

Figure 2-7. The final post-processing part applied over this time interval shows a quasi-steady-state 

identification only for half of the total interval; for the rest we can conclude there are only 

transitional components, and thus discarded those artifacts. Along with the example for a synthetic 

signal, the edges of the observation time window were discarded, as well as the transitions between 

the identified time intervals. The instantaneous amplitudes and frequencies after applying post-

processing algorithm and then DFT over the quasi-steady-state intervals, are shown in Figure 2-8. 

DFT was applied over the entire time window (𝑇𝑤) under investigation but enhanced with Hanning 

function resulting in a 1 Hz frequency resolution. 

  

(a) (b) 

Figure 2-8. (a) Instantaneous frequencies and (b) amplitudes, of the mono-components extracted using the hybrid Hilbert-Huang 

method, of the microwave oven current described in Figure 2-6 

 

To validate the proposed hybrid algorithm, a power analyzer was used as a reference in terms of 

results computation, using time-varying frequency content as an input signal. As per [37], this 

equipment performs DFT every 1 cycle and can provide up to 512 harmonics of the 50Hz 

fundamental; it also performs DFT over a 10-cycle window, providing the frequency components 

with 5 Hz resolution, but also lacks in identification of abnormal components such as the mode of 

oscillation with 430 Hz (as per the synthetic signal above) or 494 Hz.  

3 High reporting rate smart metering data for enhanced grid monitoring 

and services for energy communities  

A new generation of smart meters need to comply with three main demands: lower cost, high 

quality information (for example, using reporting rates like 1 frame per second or higher) and 

ensuring privacy or cyber security of data. An example of smart meter answering to those 

requirements is the Unbundled Smart Meter concept [120], developed around two components: 

Smart Metrology Meter (SMM) which is the metrological part and covers all the hard real-time 

functions with fixed (frozen) functionality and the Smart Meter eXtension (SMX), which has a 

high grade of flexibility and brings new functionalities to the SMM for supporting the future 

evolution of smart grid and energy services.  
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3.1 Information loss using aggregated values 

The main ideas and features of the next generation smart meters used in this work are identified as 

to have a closer look of the dynamics of the LV nodes and to use appropriate statistical metrics 

within the meter itself. [108]. 

For the measurement campaign, it has been made use of two types of USMs. The SLAM meter 

[120] is an advanced high-reporting rate (0.5 frames/s) multi-function digital single-phase smart 

meter Class B in active energy and Class 2 in reactive energy, which complies with European 

legislation related to energy meters (MID) EN 50470-1 and EN 50470-3. The other type of USM 

is a high reporting rate (1 frame per second) measurement equipment consisting of a SMX 

connected to a commercial smart meter LandisGyr [97] that is a three-phase energy meter (IEC 

62053-21 class 1) and reactive energy (IEC 62053-23 class 2). 

3.2 Trial site description 

The pilot site chosen for demonstrating and implementing a strong and reliable smart metering 

infrastructure was the student campus (Regie) of the University POLITEHNICA of Bucharest 

(UPB). Following the office type nonlinear loads, there is a potential of non-symmetric loading 

conditions on each phase which might give rise to several PQ issues, or even interruption in power 

supply. A thorough analysis of the network needs synchronized information (from all buildings) 

with high time granularity. For the actual implementation of the site trial within the campus, for 5 

of the total 27 student buildings smart meters were installed insuring a coverage of almost 20% of 

the entire power profile. An overall simplified topology of the pilot site can be seen in the picture 

below, in Figure 3-1. 

 
Figure 3-1. Simplified grid topology of the campus with smart meter installation [49]. 

 

The metering infrastructure includes 39 one-phase SLAMs (Smart Low-Cost Advance Meter) and 

12 three-phase USMs (Unbundled Smart Meter). These measurement systems are covering the 

energy supply for 1840 students. The information used in this paper was extracted from energy 

meters installed in a student building with 150 rooms and 300. The use was for single-phase energy 

meters installed on each floor. 

3.3 Methodology for information loss evaluation 

The averaged power profiles were computed for 1 min aggregation, 15 min aggregation and 1h 

aggregation. It has been used a simple averaging algorithm of the 2s (1s) resolution information 

received from the field smart meters. A visual representation of the process for information 

aggregation can be seen in Figure 3-2. 
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Figure 3-2. Information aggregation for 0.5 frames/s reporting rate smart meters  

Let us name each reported measurement for active power by the smart meter (with 2s resolution) 

where x is ranging from 1 to 43200. Thus, active power reported in one day consists in 43200 

values (ranging from 𝑃1 to 𝑃43200).  

As such, for 1 min aggregation, the information is computed by arithmetic average of sets of 30 

values (number of reported measurements in 1 min with 2s resolution). A generalization of the 

averaging process for 1 min aggregation is given in equation (3.1) 

 

 𝑃𝑖
1𝑚𝑖𝑛̅̅ ̅̅ ̅̅ ̅̅ [𝑡] =  

𝑃𝑖∙30+1 +  𝑃𝑖∙30+2 + ⋯ +  𝑃𝑖∙30+30 

30
  (3.1) 

, where i ranges from 0 to 1439. 

For 15 min aggregation, the information is computed by arithmetic average of sets of 450 values 

(number of reported measurements in 15 min with 2s resolution). A generalization of the averaging 

process for 15 min aggregation is given in equation (3.2) 

 𝑃𝑖
15𝑚𝑖𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅[𝑡] =  

𝑃𝑖∙450+1 +  𝑃𝑖∙450+2 + ⋯ +  𝑃𝑖∙450+450 

450
  (3.2) 

, where i ranges from 0 to 95. 

For 1h aggregation, the information is computed by arithmetic average of sets of 1800 values 

(number of reported measurements in 1h with 2s resolution). A generalization of the averaging 

process for 1h aggregation is given in equation (3.3) 

 𝑃𝑖
60𝑚𝑖𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅[𝑡] =  

𝑃𝑖∙1800+1 +  𝑃𝑖∙1800+2 + ⋯ +  𝑃𝑖∙1800+1800 

1800
  (3.3) 

, where i ranges from 0 to 23. 

The information loss algorithm was computed using the standard deviation formula between 2s 

information and mediated information for each of the studied cases. 

 𝑠𝑡𝑑_𝑎𝑔𝑔𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =  √
∑(𝑃𝑥 − 𝑃�̅�)

𝑁
  (3.4) 
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, where 𝑃𝑥 is the reported active power (2s resolution) and 𝑃�̅� is the averaged value (depending on 

the case, 1min, 15min, 1h) corresponding to the interval where 𝑃𝑥 belongs. Interval indicates that 

the standard deviation is computed for all the studied cases (1min, 15min and 1h). 

The result was then divided by the 24h mean of the respective day (as per equation (3.5) resulting 

the final value of the information loss (as per equation (3.6)) 

 𝑃𝑚𝑒𝑎𝑛
1 𝑑𝑎𝑦

=  
∑ 𝑃2∙𝑖

𝑁−1
0

𝑁
  (3.5) 

, where N is the total number of reporting measurements in one day (in our case 43200). 

 𝑖𝑛𝑓𝑜_𝑙𝑜𝑠𝑠𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =  
𝑠𝑡𝑑_𝑎𝑔𝑔𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙

𝑃𝑚𝑒𝑎𝑛
1 𝑑𝑎𝑦   (3.6) 

, where Interval indicates that the variable is computed for all the studied cases (1min, 15min and 

1h). 

The information loss is the final number with significant importance for our paper and it is 

highlighted the figures and in the comments of the manuscript. 

3.4 Experimental results  

To highlight the information loss when using averaged power profiles instead of those obtained 

from smart meters with 0.5 or 1 frames/s reporting rate, in case of daily load power profiles of 

student campus buildings, several scenarios were studied given the three-phase connections. The 

main aspects considered when studying the power profiles were temporal features (for days of the 

regular university semesters, type of days of normal behavior (depending on weekday or weekend 

day). climate consideration (for winter and summer days with a lot of heating and cooling systems), 

electrical features (given the three-phase system of a student building, 1-phase studies, and three-

phase studies). Following subsections will highlight only some of the cases under analysis, only 

some examples of the power profiles will be plotted and presented. 

3.4.1 Scenario for a single-phase power profile for one of the floors of the student building 

Measurements results for 24h operation during winter and summer for both weekdays and weekend 

days are presented. The information is for 30 rooms and 60 students. It can be observed the classical 

power profile with high demand during the evenings and mornings and low demand for afternoons 

and nights. 

 

Figure 3-3. Power profile (singe-phase) for one floor of the building with 30 rooms and 60 students– weekday in the summer 
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3.4.2 Scenario for a single-phase power profile for the entire student building (spatial 

aggregation) 

Measurements results for 24h operation during winter for 150 rooms and 300 students (single 

phase) 

 

 
Figure 3-4.Power profile (singe-phase) for the building with 150 rooms and 300 students– weekday in the winter 

 

The power profile depicted in the following figures was computed by summing up the active power 

information extracted from each meter on phase 1 (as suggested in equation (3.7)). 

 𝑃1[𝑡] =  𝑃1
𝑒𝑡 0[𝑡] + 𝑃1

𝑒𝑡 1[𝑡] + 𝑃1
𝑒𝑡 2[𝑡] + 𝑃1

𝑒𝑡 3[𝑡] + 𝑃1
𝑒𝑡 4[𝑡]   (3.7) 

3.4.3 Scenario for the three-phase power profile for the entire student building 

Measurements results for 24h operation during winter in the weekend for 150 rooms and 300 

students (three-phase).  

 
Figure 3-5. Power Profile (three-phase) for the building with 150 rooms and 300 students– weekend in the winter 

The power profile depicted in the following figures was computed using the equation (3.11), by 

summing up the active power information extracted from each meter on each phase (using 

equations (3.8) – (3.10)). 

 𝑃1[𝑡] =  𝑃1
𝑒𝑡 0[𝑡] + 𝑃1

𝑒𝑡 1[𝑡] + 𝑃1
𝑒𝑡 2[𝑡] + 𝑃1

𝑒𝑡 3[𝑡] + 𝑃1
𝑒𝑡 4[𝑡]   (3.8) 
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 𝑃2[𝑡] =  𝑃2
𝑒𝑡 0[𝑡] + 𝑃2

𝑒𝑡 1[𝑡] + 𝑃2
𝑒𝑡 2[𝑡] + 𝑃2

𝑒𝑡 3[𝑡] + 𝑃2
𝑒𝑡 4[𝑡]   (3.9) 

 𝑃3[𝑡] =  𝑃3
𝑒𝑡 0[𝑡] + 𝑃3

𝑒𝑡 1[𝑡] + 𝑃3
𝑒𝑡 2[𝑡] + 𝑃3

𝑒𝑡 3[𝑡] + 𝑃3
𝑒𝑡 4 [𝑡]  (3.10) 

 𝑃𝑡[𝑡] =  𝑃1[𝑡] + 𝑃2[𝑡] +  𝑃3[𝑡]  (3.11) 

 

Figure 3-6. Summary of information loss for all the studied cases. 

3.5 Comments on the information loss for power profiles 

In Figure 3-6 above, it can be observed the information loss variation for all the cases studied and 

described in this paper. It can be summarized here all the case based on the data plotted below, 

studied for winter and summer, weekday, and weekend day.  

Those findings are in line with the assumption that spatial aggregation (customers supplied on each 

floor) is acting favorably in what concerns the levelized power profile (temporal aggregation) and 

therefore the need of high reporting rate (1 frame/s) is limited to individual customers.  

3.6 High reporting rate smart metering data for enhanced grid monitoring and services for 

energy communities 

3.6.1 Context and methodology 

This section proposes a framework for knowledge extraction from high reporting-rate smart 

metering data. The process takes place at smart meter level and with low computation and 

communication costs and preserving user privacy, with the scope to increase the accuracy of the 

monitoring tools for distribution power grids. The methodology makes use of statistical metrics 

able to capture system dynamics relevant for network diagnosis. For most of the applications for 

low-voltage network services, reporting rates of one hour or half an hour were usually considered 

as sufficient, because the amount of RES penetration was relatively low. However, increased 

spatial granularity of the energy exchange in modern distribution networks accommodating large 

number of prosumers and dispersed generation requires monitoring of the power transfer instead 

of the energy balancing [92]. The focus is on using high resolution datasets of real-time 

measurements such as voltage, current and active power (in rms values), to allow defining new 

indices for assessing the network capacity and its voltage smoothness from the usual utility 

reporting rates, which currently are at 15-, 30- or 60-minutes. 
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Figure 3-7. Framework for knowledge extraction from high resolution dynamical smart-meter data. 

 

The methodology assumes as baseline scenario the ideal case when the network operator has access 

to 1-second data. For comparison purposes, three use-cases are investigated against this baseline 

scenario. Two of them refer to the current utility practices, when only temporal-aggregated energy 

data is transmitted either every 1-hour (case A) or down to every 15-minutes (case B). The third 

use-case deals with the 1-minute reporting rates (case C). To critically assess this problem, a 

general knowledge extraction framework is proposed in Figure 3-7. The framework has four layers: 

(L1) data collection layer which includes the LV level metering sources and an optional data 

collection and synchronization process for information coming from external sources; (L2) 

temporal aggregation layer for the local data integrating an expert knowledge formalism; (L3) 

descriptive analytics layer for both streams of information from the previous two layers; and (L4) 

prescriptive analytics and knowledge extraction layer. 

Our analysis investigates the behavior of the network following a full diurnal cycle (e.g., total 

number of Q4 samplings being T = 86400 = 3600s×24h) 

a statistical metric of their frequency of occurrence and severity within the aggregation window is 

a useful information, similar to the assessment of voltage dips. Such metric is the cumulative 

distribution function (cdf). In the case of active power, ensuring a reliable and safe grid operation 

requires that their values in the defined (standardized) time intervals lie within limits in more than 

95% of their occurrences. Because some of these bounds are not symmetric relative to the 

standardized (e.g., nominal or optimal) operating values we first apply a decomposition of the 

signal (1-second measurements) to count the positive (upwards) and negative (downwards) exceeds 

against the to-be-reported smart meter aggregated value. The proposed aggregation process is able 

to capture the asymmetrical variations of the signal. This is important because in some diagnostic 

applications the upward limits might be different than the downwards limits. This approach defers 

from the power quality aggregation procedure using the quadratic mean (insensitive to the 

asymmetrical variation of the signal. An example of this decomposition is presented in Figure 3-8 

for 15min and 1h aggregation. 
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Figure 3-8. Decomposition of active power, P at 1-second, for the student building power profile against 15-minutes and 60-

minutes time windows. 

Then, on each aggregation window, a recursive discrete calculation is made for the percentiles of 

interest in the case of measured active power. An illustrative example is provided in Figure 3-9. 

Several percentiles bounds, also called confidence bounds, per type of aggregation time window 

could be created for the rules guiding the prescriptive analytics in Layer L4 

 
Figure 3-9. Illustrative calculation of the 95-percentile for active power (aggregation time window wa=15-minutes, and 

Pmax(p95) = 10477W 

3.7 Use-cases and results evaluation  

To prove the proposed approach the active power information associated with the student building 

described above was used. The analysis was done for use-cases associated with power profiles 

based on the spatial and temporal aggregation (for 150 rooms and 300 students for summer/winter, 

weekday, and weekend scenarios). Below, only one case is presented.  

a) Case 1, weekday in summer. (Figure 3-10) 
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Figure 3-10. Cumulative distribution function for active power using measurement information with 1s, 1min, 15min, 60 min time 

resolution – for a weekday in summer 

 

Temporal Resolution  p95 [kW] p99 [kW] maxP [kW] 
1-p99 relative to 

1s information 

1-maxP relative to 1s 

information  

Case 1, weekday in summer  

1 second 10,477 12,140 14,856 0% 0% 

1 minute 10,319 12,008 13,984 1,09% 5,87% 

15 minutes 9,985 12,077 12,077 0,52% 18,71% 

60 minutes 9,675 10,071 10,071 17,04% 32,21% 

Case 2, weekend day in summer 

1 second 11,342 13,427 16,232 0% 0% 

1 minute 11,112 13,137 14,902 2,16% 8,19% 

15 minutes 10,634 12,219 12,219 8,99 24,72 

60 minutes 10,737 10,980 10,980 18,22% 32,35% 

Case 3, weekday in winter 

1 second 24,727 27,143 29,523 0% 0% 

1 minute 24,633 27,046 28,607 0,35% 3,1% 

15 minutes 24,24 25,57 25,57 5,81% 13,4% 

60 minutes 23,541 23,953 23,953 11,75% 18,87% 

Case 4, weekend day in winter 

1 second 25,442 27,761 30,095 0% 0% 

1 minute 25,349 27,498 29,39 0,95% 2,34% 

15 minutes 24,731 26,412 26,412 4,86% 12,24% 

60 minutes 24,239 25,072 25,072 9,69% 16,69% 

 

Traditionally recorded 15- and 60-minutes discretized power profiles give significantly lower p95 

and p99 values because they do not capture the dynamics characterized by high spikes, thus 

hindering quality of supply issues as well as abnormal loading conditions.  
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4 Exploiting flexibility under regulatory constraints in a microgrid with 

highly variable power profiles 

4.1 Context 

The concept of self-RES consumption communities (SCC) also known as renewable energy 

communities (REC) is an emerging trend in Europe aiming to fulfil the targets of the most recent 

“Clean Energy for all Europeans” package. The goal of a self-RES consumption community (SCC), 

as it is defined in [44], is to increase the volume of locally RES-based generation to an extent higher 

than the one enabled by the power profile of each prosumer in the community. However, its real 

potential is rather underestimated, and the new models required by the real time operation in low 

inertia grids are to be proposed. 

4.2 Problem definition  

The self-RES consumption community (SCC) under analysis is composed by 2 UniRCons 

interconnected with a DC link, acting as a low-voltage hybrid (AC+DC) microgrid (MG). The 

hybrid MG is in operation as part of the University Politehnica of Bucharest (UPB) campus, which 

is seen as a single entity in relation with the utility grid having a single point of common coupling 

(PCC) with the external energy system [73]. The MG operation is divided within 2 buildings: the 

Electrical Engineering Department Building, MicroDERLab research laboratory (from now on 

shall be referred to as FEE, i.e., FEE building, FEE side etc.). The work will showcase scenarios 

of operation for a real test-site having its core infrastructure composed by two microgrids tied 

together with a DC link, acting as two UniRCon (self-consumption and no power injection into the 

grid). We shall now call this self-RES consumption community DC link enabled microgrid as 

Flexi-MLAB. A simplified representation is in Figure 4-1. The architecture includes loads with 

highly variable power profiles (office appliances) available with high time granularity (1s reporting 

rate), PV panels and a battery energy storage system (BESS) to match, when necessary, the 

differences between generation and load, while also keeping the voltage level in a narrow (±10%) 

band. 

 
Figure 4-1. Flexi-MLAB simplified grid topology. 

4.3 Highly-variable, high-time-granularity load power profiles 

To study the behavior and operation of Flexi-MLAB, for the energy consumption side, it has been 

made use of 1s-reporting rate load profiles derived from high reporting measurements using the 

so-called Unbundled Smart Meter (USM) concept [107], required for achieving an optimal 

operation of the proposed emerging system. To be noted that the USM has been based on a DC 
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energy meter described and used in [3]. The load is composed by specific profiles for office 

appliances such as personal computers (PCs), TV, refrigerator, air-conditioning and servers. 

Examples of operation for some of these appliances can be observed in Figure 4-2. 

  

(a) (b) 

Figure 4-2. Power profiles for the operation of a (a) refrigerator and (b) air conditioning 

Reporting rate 1 frame/second 

4.4 Highly variable high-time-granularity PV power generation 

Local PV-generation has the power profiles based on daily real data obtained from USM-reported 

measurements. The profiles were made available with 1s reporting rate and correspond to Flexi-

MLAB location in Bucharest.  

4.5 Pre-defined power profile with the utility 

To achieve a certain degree of operation predictability and flexibility planning, coping with 

multiple sources of uncertainties at distribution level in the emerging grids, this chapter proposes 

a solution for pre-defined (pre-agreed) 1h power profiles between the customer and the energy 

utility. The innovative approach in this regard associated with the paper is the demonstration of 

possible impact of power contracts based on predefined load profiles and not on rated/approved 

maximal power. An example of the proposed solution with pre-agreed power profiles aggregated 

over constant time intervals is given in Figure 4-3. 

 
Figure 4-3. Graphical demonstration of the concept for pre-agreed hourly power profiles 

4.6 Battery Storage Energy System 

As for the Flexi-MLAB to operate in the paradigm of self-consumption (based on the regulatory 

accepted condition) and to efficiently maximize the PV generation, a battery energy storage system 

(BESS) is in place and composed of multiple 12V, 3Ah Li-Ion batteries, 10 kWh. The capacity of 

the battery system has been previously selected based on resilience studies conducted for the FEE 

building. Formulating regulatory and technical restrictions of operation for Flexi-MLAB in terms 

of no power injection into the grid, the energy router on FEE side integrating the BESS has to solve 
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a simple optimization problem to balance loads and PV generation. In this paper the control 

algorithm relies on controlling solely 𝑃𝑓𝑙𝑒𝑥𝑖. The system does not inject power into the main grid 

since the total load power is always strictly positive. This power is represented by the difference 

between generation (PV production and battery, when discharging) and total load (sum of the DC 

and AC loads on FEE side and ENG side and battery when in charging mode). 

4.7 Scenarios for a DC link enabled energy community (with PV)  

In our specific case, the scenario used for the prosumer does not take into consideration the power 

injection into the main network. The operation strategy of the microgrid under analysis in this paper 

(and described in the next chapter), basically, of consuming the generated PV power by the DC 

and AC loads. When there is no sufficient irradiance, also power coming from the main grid is 

required. Given the terms defined in previous sections, the behavior of the microgrid is simulated 

in the context of the pre-agreed power profiles exchanged with the DSO and operation for two 

scenarios, normal weekday during summer and normal summer weekend. 

4.7.1 The Loads of Flexi-MLAB 

4.7.1.1 The AC and DC Loads of Flexi-MLAB – weekend  

Total load on FEE side during weekend can be seen in Figure 4-4 over 24h time variation with 1s 

resolution, real data reported by the energy meter SM2 in Figure 4-1.  

 
Figure 4-4. Time varying active power over 24h with 1s granularity for the total load on FEE side during weekend. 

 
Figure 4-5. Time varying active power over 24h with 1s granularity for the total load on ENG side during the weekend. 
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Total load on ENG side during the weekend can be seen in Figure 4-5 over 24h time variation, with 

1s resolution, real data reported by the energy meter SM3 din Figure 4-1.  

4.7.2 PV Generation in Flexi-MLAB 

The test system consists of RES-based generation of 2 PV systems, one of 2kW (peak power) on 

the roof of FEE building and one of 1kW (peak power) on the roof of ENG building (200 m apart). 

The aggregated power profile over 24h for the PV generation is presented in Figure 4-6. 

 
Figure 4-6. Considered PV power profile in summer, 24h, 1s granularity; aggregated for both ENG and FEE 

installations. 

The study was conducted for the worst case scenarios of operation, as defined by keeping 𝑃𝑓𝑙𝑒𝑥𝑖 >

0, always, which translates to maximal PV generation during minimum loading.  

4.7.3 Energy supply  

As stated in the previous section, to maximize the effective use of previous knowledge to cope with 

uncertainty in both generation and loading conditions, contractual pre-agreed power profiles are 

implemented, with different patterns for weekday and weekend. 

4.7.3.1 Predefined contractual power profiles on ENG side – weekend 

In Figure 4-7 can be seen the proposed profile during weekend in summer.  

 
Figure 4-7. Predefined 24h contractual power with the utility grid; weekend in summer 

4.8 Typhoon HIL Environment  

To study and demonstrate the operation of the proposed test-case SCC, a Typhoon HIL system 

(HIL402 Series) [159] is used to emulate the parts of the system, including DSO feeder side, 

distributed generation (solar PV panels), BESS, DC and AC loads, the interconnection DC link and 

the core of the system, the energy router, as software in the loop (emulating and testing the control 

algorithms for Flexi-MLAB). The model is built upon real data collection and analytics for high 

variable power profiles (1s reporting rate), the electrical system being implemented in Typhoon 
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environment enabling real time data generation and access to data analytics for proper validation 

using software-in-the-loop experiments. 

4.9 Real-Time Simulation and Results  

In Typhool HIL 402series, all components and algorithm scripts were integrated and compiled 

(using schematic editor) and the simulation was carried out in HIL SCADA for a weekday and one 

weekend day (a total of 48h of simulation) as to capture the real-time operation of Flexi-MLAB. 

Realtime with software-in-the-loop simulation was carried out to monitor the behaviour of the MG 

in the cases described above. 

4.9.1 Case 1. Weekend scenario  

For the weekend, when loading conditions are lower, it can be seen the better use of battery capacity 

(Figure 4-8) under the same smoothing characteristics (𝑃𝑓𝑙𝑒𝑥𝑖 in Figure 4-9) following the energy 

exchange on DC-link (Figure 4-10).  

 

Figure 4-8. Time varying active power over 24h with 1s granularity for the BESS system during a normal weekend 

day 

 

Figure 4-9. Time varying active power over 24h with 1s granularity exchanged on the internal DC link during a 

normal weekend day.  



Advanced methods for energy transfer analysis in emerging low-inertia power systems 

29 

 

Figure 4-10. Time varying active power over 24h with 1s granularity supplied on FEE grid side during a normal 

weekend day. 

 

4.10 Introduction for real-time digital simulations and Typhoon HIL technology 

Typhoon HIL is a real-time digital simulator (allowing hardware-in-the-loop si software in the 

loop experiments), for advanced testing and development tools for a wide range of applications. 

These simulators are specifically designed to provide users with a high-fidelity, real-time platform 

for developing and testing complex systems, including power electronics, microgrids, and 

renewable energy systems. The Typhoon HIL real-time simulator also includes a powerful 

simulation software package, which provides a wide range of tools for designing, testing, and 

analyzing complex systems. The software includes a user-friendly graphical interface, which 

makes it easy to set up simulations and analyze results. Typhoon HIL that is based on a real-time 

circuit simulation algorithm and a high-throughout, low-latency processor architecture 

implemented in a field programmable gate array (FPGA). The FPGA architecture is scalable and 

could function in multiple configurations that interconnect Standard Processing Cores (SPCs), 

machine solver, look-up-tables, PWM modulator etc. The configuration and characteristics used 

are for a HIL402. The figure below showcases Typhoon HIL Control Center with its main software 

components. 

 
Figure 4-11. Typhoon HIL Control Center 
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5 Conclusions and personal contributions  

5.1 Conclusions 

The assessment of emerging low-inertia power systems is a critical task for ensuring the stability 

and reliability of the power grid in the face of increasing renewable energy penetration. As more 

variable renewable energy sources, such as wind and solar, are added to the grid, the system inertia 

is decreasing, and new challenges are emerging. To address these challenges, new approaches are 

needed for modeling, simulation, and control of low-inertia power systems. Advanced tools, such 

as real-time simulators, can be used to test and evaluate the performance of these systems under 

different operating conditions and disturbances. 

It is important to develop new methods for control strategies that can effectively manage the 

variability and uncertainty of renewable energy sources and maintain system stability. These 

strategies may include the use of energy storage systems, flexible power electronics, and advanced 

control algorithms. 

The method proposed in this paper is based on two different methods that were adapted and 

improved: The enhanced Hilbert–Huang method based on masking signals for identification of 

oscillation modes existing in distorted time-varying waveform and the synthesis of a steady-state 

signal as presented in the QSSI algorithm. The abilities of the original HH and of the improved 

versions were demonstrated for time-frequency and time-amplitude localization and the 

importance of masking signals to enhance EMD for power quality applications. The proposed 

hybrid HH showed efficiency in separation of modes of oscillation that only evolve on certain time 

intervals inside the investigation window. The advantages of the method were under-lined and 

explained above, but the optimal illustration was made using signals for which the identification 

of change of steady state is hard to achieve. For those type of signals, unusual components (such 

as 430 Hz and 494 Hz) with time-varying amplitudes were added, and the method successfully 

identified them. The goal of dividing the original signal into quasi-steady-state time intervals was 

successfully achieved as the last step of the hybrid method, giving the opportunity of achieving a 

detailed time–frequency description of the signal and, as such, of identifying the underlining 

phenomena to be further addressed by appropriate design and control schemes. Moreover, the 

results of QSSI can be helpful in many applications where steady-state assumption is crucial (e.g., 

state estimation). Another important direction for QSSI is for load and generation signature 

profiling by studying the distorted time-varying power waveforms at the Point of Common 

Coupling for low-voltage prosumers distribution grids. The method was tested on two case studies, 

one with a synthetic digitized waveform and the other with actual current waveform measure-ments 

specific for a microwave oven operation.  

Knowledge extraction and information loss, in case of daily load power profiles of UPB student 

campus buildings can be achieved by high reporting rate measurements and accurate models of the 

energy transfer. In this paper we use averaged power profiles instead of those obtained from smart 

meters with 0.5 frames/s time reporting rate derived from extensive local measurements using 

Unbundled Smart Meters (USM), set on 1s reporting rates. the information loss variation for all the 

cases studied and described in this paper. The use-cases studied for winter and summer, weekday, 

and weekend day for temporal and spatial aggregation 30 rooms and 1500 students and 150 rooms 

and 300 students for summer and winter, for weekdays and weekends and aggregation over 1-min, 

15-min and 1-h, single-phase and three-phase. The thesis shows the benefits of extracting relevant 

technological information from high-reporting rate smart meters using simple to calculate 

statistical metrics able to preserve user privacy, while observing, offline, the system behavior 

within the same reporting rates as per current industry standards. This work proposed a general 
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knowledge extraction framework, with a focus on a statistical based methodology which aims to 

mitigate dual constraints coming from smart meter data owners (privacy and cyber security 

concerns) and from the needs of the DSO to enhance the network situational awareness down to 

the most remote parts of its LV network in order to ensure reliability and high quality of service. 

The proposed statistical metrics to satisfy these constraints are the percentiles (e.g., p95 and p99) 

and the cumulative probability function (cdf). They are simple enough to be processed and 

encrypted at SM level using the same processing unit, while capturing relevant system dynamics 

within the time window between two consecutive reporting moments as per the current industry 

standard (usually 15- or 60-min aggregation).  

Two laboratories with prosumer behavior in the UPB campus have been interconnected via a 220V 

DC link to ensure optimal operation of the resulting microgrid, ensuring a load-only power profile. 

Numerical simulations have been done in a Typhoon HIL real-time environment where the grid 

information and control signals are available using 1s time-resolution data. Power profiles for load 

and PV generation during weekday and weekend have been derived from historical real time 

measurements using unbundled smart meter with 1s time granularity. The flexibility for the entire 

microgrid was provided by the shared storage unit and the power exchanged between the prosumers 

via DC link. Real time numerical simulations have been conducted for 24h continuous operation 

in each of the two worse-case scenarios (weekday/weekend). Regulatory constraints have been 

modeled by compulsory no-infeed operation and preset load profiles in PCC, with step-wise hourly 

resolution. The control algorithm shows the feasibility of such arrangement and the advantage of 

cancelling the power variability (negative impact for the utility) by exploiting the flexibility 

brought by DC link in the proposed set-up. Results have been obtained using the Typhoon Real-

time simulation environment. 

5.2 Personal contributions 

• Low-inertia emerging power systems. By studying the bibliography and specialized 

literature and by analyzing the different classification systems and definitions proposed by 

other researchers, in this thesis the challenges that must be addressed for a complete 

understanding of the operation and functioning of microgrids were identified and evaluated, 

especially from the perspective of the associated regulations and standards. Several 

research directions have been identified and studied that can contribute to the development 

of the context and exploitation of microgrids, such as the development of new methods of 

power transfer analysis and new variables for evaluating the visibility and development of 

microgrids, exploring the potential of new technologies and evaluating the impact 

microgrids on the public distribution network but also on society. Another important aspect 

discussed is related to the need for measurements with a high reporting rate in the 

assessment and monitoring of energy transfer in microgrids, where locally distributed 

generation has a high degree of unpredictability, energy use has a highly variable character 

and the control of the operation of microgrids requires implementation and coordination of 

flexibility strategies. 

• Time-frequency analysis for voltage and current waveforms. The method proposed in 

this paper is based on two different methods that were adapted and improved: The enhanced 

Hilbert–Huang method based on masking signals for identification of oscillation modes 

existing in distorted time-varying waveform and the synthesis of a steady-state signal as 

presented in the QSSI algorithm. The abilities of the original HH and of the improved 

versions were demonstrated for time-frequency and time-amplitude localization and the 

importance of masking signals to enhance EMD for power quality applications. The 

proposed hybrid HH showed efficiency in separation of modes of oscillation that only 
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evolve on certain time intervals inside the investigation window. The advantages of the 

method were under-lined and explained above, but the optimal illustration was made using 

signals for which the identification of change of steady state is hard to achieve. For those 

type of signals, unusual components (such as 430 Hz and 494 Hz) with time-varying 

amplitudes were added, and the method successfully identified them. The goal of dividing 

the original signal into quasi-steady-state time intervals was successfully achieved as the 

last step of the hybrid method, giving the opportunity of achieving a detailed time–

frequency description of the signal and, as such, of identifying the underlining phenomena 

to be further addressed by appropriate design and control schemes. Moreover, the results 

of QSSI can be helpful in many applications where steady-state assumption is crucial (e.g., 

state estimation). Another important direction for QSSI is for load and generation signature 

profiling by studying the distorted time-varying power waveforms at the Point of Common 

Coupling for low-voltage prosumers distribution grids. The method was tested on two case 

studies, one with a synthetic digitized waveform and the other with actual current waveform 

measurements specific for a microwave oven operation and the results were compared with 

the results from a power quality analyzer ELSPEC G4430.  

• Information loss associated with low reporting rates for measurement data. 

Knowledge extraction and information loss, in case of daily load power profiles of UPB 

student campus buildings can be achieved by high reporting rate measurements and 

accurate models of the energy transfer. In this paper we use averaged power profiles instead 

of those obtained from smart meters with 0.5 or 1 frames/second time reporting rate derived 

from extensive local measurements using Unbundled Smart Meters (USM). 

• High reporting rate smart metering data infrastructure for low-inertia power systems. 

The thesis shows the benefits of extracting relevant technological information from high-

reporting rate smart meters using simple to calculate statistical metrics able to preserve user 

privacy, while observing, offline, the system behavior within the same reporting rates as 

per current industry standards. This work proposed a general knowledge extraction 

framework, with a focus on a statistical based methodology which aims to mitigate dual 

constraints coming from smart meter data owners (privacy and cyber security concerns) 

and from the needs of the DSO to enhance the network situational awareness to ensure 

reliability and high quality of service. 

• Real-time digital simulations using Typhoon HIL technology. To study and demonstrate 

the operation of the proposed test-case of a microgrid, reducing the costs of both users and 

utility by eliminating bi-directional power flow and increase the generation from renewable 

energy sources, ensuring energy balance, reliability and awareness over the power profiles, 

system software and hardware elements that provides access to real-time data and microgrid 

decision making are required. A Typhoon HIL system (HIL402 Series) is used to emulate 

the parts of the system, including DSO feeder side, distributed generation (solar PV panels), 

BESS, DC and AC loads, the interconnection DC link and the core of the system, the energy 

router, as software in the loop (emulating and testing the control algorithms for Flexi-

MLAB). The model is built upon real data collection and analytics for high variable power 

profiles (1s reporting rate), the electrical system being implemented in Typhoon 

environment enabling real time data generation and access to data analytics for proper 

validation. The files, as collected on site, containing 1s resolution power profiles (load and 

generation) were imported in Typhoon HIL and served as inputs (using read from file 

feature) for the blocks used in the schematic editor. Dedicated widgets for data acquisition 
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were deployed in the HIL SCADA (Typhoon HIL special environment for running the 

simulation) for making use of 1s resolution results. 

• Predefined contractual power profiles. To achieve a certain degree of operation 

predictability and flexibility planning, coping with multiple sources of uncertainties at 

distribution level in the emerging grids, this paper proposes a solution for pre-defined (pre-

agreed) 1h power profiles between the customer and the energy utility. One of the 

objectives of the work reported in this paper is to validate solutions tailored for the energy 

transfer variability for both demand and prosumers RES-based generation, thus solving the 

issues derived from planning and operation uncertainty. In the thesis the use was for load 

and generation models derived from extensive local measurements using Unbundled Smart 

Meters (USM), set on 1s reporting rates. Focus has been on the flexibility provided by the 

interplay of the active elements in the DC-link enabled microgrid.  
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