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1 Introduction 

In the milieu of digital transformations in contemporary society, image analysis and the 

prediction of physical interactions have emerged as increasingly relevant and complex areas of 

research[1]. These domains are pivotal for the advancement of cutting-edge technologies and 

the enhancement of human-machine interaction across various applications, ranging from 

visual data processing to complex simulations of physical interactions [2].  

1.1 Organization and Structure of the Thesis 

The architecture of this doctoral thesis is designed with the aim of providing a systematic 

and coherent analysis of the subjects discussed. Its objective is to facilitate the understanding 

and monitoring of research progress. 

Chapter 1 provides an expansive context for the research, emphasizing the significance 

of digital transformations in modern society, the importance of image analysis, and the 

prediction of physical interactions in the development of advanced technologies and the 

improvement of human-machine interaction. The purpose and objectives of the work are clearly 

delineated in this section, outlining the major goals of the thesis. 

Chapter 2 constitutes the first pillar of the research and delves into key aspects of image 

analysis, such as Optical Character Recognition (OCR), motion analysis, super-resolution, page 

tilt correction, and contrast assessment. 

Chapter 3 aims to identify and group relevant entities into a hierarchical structure, thereby 

offering a comprehensive perspective on the organization of document pages. 

Chapter 4 is dedicated to exploring the potential of neural networks in predicting dynamic 

physical interactions. By applying these advanced technologies, complex phenomena that occur 

in different contexts are better investigated and understood, contributing to a deeper 

understanding and simulation of physical interactions. 

Chapter 5 addresses essential aspects, comparing development paradigms of "Indie versus 

AAA" and "open-source versus closed-source." Through comparative analysis, the most 

efficient software development strategies are identified, considering costs, quality, and industry 

impact. 

Chapter 6 serves as a synthesis of the research outcomes, underscoring the contributions 

made in the fields of image analysis, prediction of physical interactions, and efficient software 

development. 
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2 Image Analysis Through Efficient Combination of Results 

from Multiple Algorithms 

In this chapter, we focus on image analysis and innovative methods to combine the results 

garnered from multiple algorithms to enhance performance and accuracy in various aspects of 

image processing. The following subsections elaborate on specific topics within image analysis, 

such as Optical Character Recognition (OCR), motion analysis, super-resolution, page tilt 

correction, and contrast assessment. 

2.1 Optical Character Recognition (OCR) 

We live in a technologically advanced era, where a vast number of physical documents 

have been or need to be digitized to make them universally accessible for a broad audience. 

Optical Character Recognition (OCR) is one of the widely used techniques to recognize 

characters from specific images acquired through scanning. Various types of systems have been 

developed to perform optical character recognition in diverse types of documents. However, 

the task is not straightforward, as documents differ not only in terms of content but also in 

formats, fonts, age, and deterioration. After reviewing existing systems, we propose one that 

employs two well-known OCR engines and a weighted voting principle. The results of our 

combined technique are analyzed and contrasted against the individual approaches of the two 

selected engines [3]. 

Most widely used OCR engines: 

Ocropy 1 (also known as Ocropus) is an OCR engine based on Long Short-Term Memory 

(LSTM). It tackles the complex challenges of character recognition in images with diverse fonts 

and varying image quality [4]. 

Ocrad 2 (also known as GNU OCR) is an optical character recognition technique 

developed within the GNU Project (GNU's Not Unix). It offers an open-source solution for 

transforming text images into digital content, enabling users to automatically extract and 

process information from images [5]. 

 

1 https://en.wikipedia.org/wiki/OCRopus 

2 https://www.gnu.org/software/ocrad/manual/ocrad_manual.html 
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SwiftOCR1 - is an optical character recognition (OCR) library specialized for Apple 

platforms such as iOS and macOS. Developed in the Swift programming language, the library 

seamlessly adapts to the Apple ecosystem, offering native integration with services and 

technologies like Core Image and Vision Framework [6]. 

Attention-OCR2 - represents a modern approach in the field of optical character 

recognition, based on machine learning techniques, and more precisely, on neural network 

models with an attention mechanism [7]. 

Tesseract3 - is an OCR project developed by Google since 2006 [8]. It has evolved 

significantly over the years, moving from a simple text reader based on Neural Networks (NN) 

without template analysis support, to a comprehensive system that recognizes common 

templates and offers support for both NN and LSTM recognition. Subsequent versions of 

Tesseract support various output formats, including hOCR (HTML-based OCR) with layout 

and formatting information, and can be integrated with user interfaces such as Ocropus [9] [10]. 

Asprise4 - is a powerful and reliable OCR engine developed by Asprise. It offers 

advanced character recognition capabilities and allows users to access OCR functionalities 

through a simple Application Programming Interface (API). Asprise OCR stands out for its 

ability to handle images of various qualities and formats, as well as for its performance in 

recognizing characters in complex texts [5]. 

Previously, we introduced a range of modern and high-performance OCR engines. 

Nonetheless, Tesseract and Asprise have been selected due to key factors: maturity, community 

support, functionality diversity, documentation, support, as well as performance and accuracy. 

2.1.1 Method of Combining Results from Tesseract and Asprise 

Within the scope of this study, an analysis of the OCR engines Tesseract and Asprise was 

conducted, followed by the proposal of a new system that combines both technologies. This 

system implements a weighted voting mechanism to achieve the most accurate possible result. 

 

1 https://www.swift.org/ 

2 https://github.com/emedvedev/attention-ocr 

3 https://tesseract-ocr.github.io/tessdoc 

4 http://asprise.com 
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The input file processing procedure is divided into a series of steps, as can be seen in figure 2.1 

[3] [11].  

By applying this weighted voting mechanism, the new system ensures a more precise and 

robust approach in the optical character recognition process, thus leading to an improvement in 

the quality and accuracy of the final results. The outcomes obtained through this new approach 

will be scrutinized and compared in detail to evaluate the performance and efficiency of the 

proposed system relative to traditional methods. Ultimately, this study will contribute to the 

advancement and improvement of OCR technologies, yielding significant benefits across 

various application domains [12]. 

 

Figure 1.1: Steps for processing input files [3]. 

Upon receiving the input file, each OCR engine creates its own visual interpretation of 

the text based on its confidence level. The input file is represented in the first image of figure 

2.3, and the OCR outputs are delineated in subsequent images, color-coded according to the 

confidence level specific to each technique. 

 

Figure 1.2: Test image and the visual result generated by Tesseract and Asprise [3]. 

In the final stage, we combined the documents based on the assigned weights and obtained the final 
result, which can be observed in figure 2.6. 

 

Figure 1.3: Results after combination (Tesseract in red and Asprise in blue)  [3]. 
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A series of experiments were conducted to evaluate the most appropriate weights. Figure 

2.7 displays some results according to the confidence level of each OCR engine. The color 

intensity represents the level of confidence: green means high confidence, red means low 

confidence. 

 

Figure 1.4: Test image, Tesseract result, and Asprise result [3]. 

After analyzing multiple scenarios, it was observed that, at any level of image blurring, 

Asprise tends to perform better than Tesseract, a difference evident in Figure 2.8. 

 

Figure 1.5: Tesseract and Asprise outputs [3]. 

Comparing the results, it is evident that each engine has its own shortcomings in handling 

degraded input files. To minimize the potential for erroneous results from low-quality files—a 

challenge most engines will face—we decided to create a weighted voting mechanism that 

analyzes both outcomes and generates an output based on the individual confidence levels [3]. 

2.2 Motion Estimation and Analysis  

Motion estimation is a critical topic in the field of computer vision, with a multitude of 

applications such as video tracking and compression. The fundamental principle of motion 

estimation is, given a sequence of images (typically, a video), to identify the movement, i.e., 

what moved in the sequence and how or how much it moved (direction and magnitude) as we 

traverse the images in the sequence. Typically, we aim to identify the motion between every 

two consecutive frames at the same point in the image space [13].  

In recent years, the field of motion estimation has evolved considerably [14,15]. The 

literature mentions two major categories of methods for motion estimation: direct and indirect 

methods [16]. 
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In the first category, we have methods presented in the scientific world: 

• dense/direct methods: estimate motion in each pixel based on the temporal and spatial 

variation of intensity at that point [17] [18] [19]; 

• block matching methods: divide the image space into blocks of equal size and estimate the 

motion for each block based on the correlation between the pixel intensities in that block 

and another frame. These can be generalized into so-called "region matching" methods that 

use regions of arbitrary shapes instead of rectangular blocks [20–22]; 

• phase correlation: estimates the global motion between two frames based on their Fourier 

transformation. In some research materials, these are referred to as frequency domain 

methods [23]; 

• optical flow: calculates a motion vector between two consecutive frames [24]. 

The second category is represented by indirect methods based on features (corner 

detection): 

• feature-based methods: these methods identify distinctive points and track them across 

multiple images; they estimate the motion of only the feature points based on the locations 

where they are found in images [25]; 

• dense methods rely on a Taylor series approximation valid only for small displacements of 

the same object point in the two frames. Thus, they are suitable for videos with a "small" 

amount of motion. On the other hand, block matching methods can detect more significant 

movements depending on the size of the search region; however, they are more 

computationally demanding. 

The proposed method calculates the motion vector fields at the same "level of sparsity" 

using the two methods described above and then combines their results into a single output. 

Optical Flow 

This method [26,27] considers an image sequence represented by a function 𝐼 =

𝐼(𝑥, 𝑦, 𝑡), where x and y are spatial coordinates (pixel locations), and 𝑡 represents time (or frame 

number). The goal is to estimate the motion vector [𝑢, 𝑣] for each sampling point (𝑥, 𝑦) in 

image space and between every two consecutive frames (𝑡 and 𝑡 + 1). 

Considering a particular point (the blue points in figure 2.9) at coordinate (𝑥, 𝑦) in frame 

𝑡, moving along the motion vector [𝑢, 𝑣], so in frame 𝑡 + 1, the blue point will be at location 

(𝑥 + 𝑢, 𝑦 + 𝑣). A reasonable assumption is that the point will appear in the same color (or with 

the same intensity value) in frame 𝑡 + 1 at the new location, providing the brightness constancy 

constraint (equation (1)). 
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𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥 + 𝑢, 𝑦 + 𝑣, 𝑡 + 1) (1) 

 

Figure 1.6: Optical Flow Example [13]. 

If the motion vector [𝑢, 𝑣] is small enough, the following Taylor series expansion applies: 

𝐼(𝑥 + 𝑢, 𝑦 + 𝑣, 𝑡 + 1) ≃ 𝐼(𝑥, 𝑦, 𝑡) +
𝜕𝐼
𝜕𝑥 ⋅ 𝑢 +

𝜕𝐼
𝜕𝑦 ⋅ 𝑣 +

𝜕𝐼
𝜕𝑡 (2) 

From equations (1) and (2), we obtain: 

𝐼! ⋅ 𝑢 + 𝐼" ⋅ 𝑣 + 𝐼# = 0 (3) 

In equations (2) and (3), $%
$!

, $%
$"

, $%
$#

, 𝐼! , 	𝐼" , 𝐼# represent the estimated derivatives of the 

image function 𝐼 (în raport cu 𝑥, 𝑦, și 𝑡). 

The motion vector at (𝑥, 𝑦) can be calculated by solving equation (3) fo 𝑢 and 𝑣. In this 

case, a unique solution is not available, and some approaches have been devised to address this:  

Horn & Schunck [19]– impose a smoothness constraint on the motion vector field across 

the entire image; along with (II.3), this becomes a minimization problem: the motion vector 

field 𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦) must be found such that the following expression is minimized: 

!"𝐼𝑥𝑢+ 𝐼𝑦𝑣+ 𝐼𝑡#
2 +𝜆"𝑢𝑥2 +𝑢𝑦2 +𝑣𝑥2 +𝑣𝑦2#𝑑𝑥𝑑𝑦 (4) 

where 𝑢! , 𝑢" , 𝑣! , 𝑣" represent the derivatives of the motion components and 𝜆 is an 

adjustable parameter. 

Lucas & Kanade [26] – assume local smoothness of the motion vector field near the point 

(𝑥, 𝑦); specifically, the assumption is that the motion vector [𝑢, 𝑣] is the same for each pixel in 

a small window around that point; the size of this window is a modifiable parameter. This is 

the method used in the voting-based algorithm presented. 

Writing (3) for each pixel  𝑖 in the window, we get an over-constrained system of 

𝑁 equations (the number of pixels in the window) with only 2 unknowns, 𝑢 and 𝑣: 
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⎣
⎢
⎢
⎡
𝐼!! 𝐼"!
𝐼!" 𝐼""
⋮ ⋮
𝐼!# 𝐼"#⎦

⎥
⎥
⎤

?@@A@@B
*

C𝑢𝑣D = −

⎣
⎢
⎢
⎡
𝐼#!
𝐼#"
⋮
𝐼##⎦
⎥
⎥
⎤

?AB
+

 (5) 

where the index represents the pixel number. Making the above notation, we get: 

𝐴 ⋅ C𝑢𝑣D = 𝑏  (6) 

Above, we have an over-constrained system of 𝑁 equations and 2 unknowns and, in 

general, it has no solution. However, we can find the "closest solution," the one that minimizes 

the error: 

𝐸 = I𝐴 C𝑢𝑣D − 𝑏I
,
 (7) 

by solving the normal equation: 

(𝐴-𝐴) C𝑢𝑣D = 𝐴-𝑏  (8) 

If 𝐴-𝐴 is invertible, we have: 

C𝑢𝑣D = (𝐴-𝐴)./𝐴-𝑏 (9) 

which provides the following final expressions: 

⎩
⎪
⎨

⎪
⎧𝑢 =

∑ 𝐼"𝐼# ⋅ ∑ 𝐼!𝐼" − ∑𝐼!𝐼# ⋅ ∑ 𝐼",

∑ 𝐼!, ⋅ ∑ 𝐼", − O∑ 𝐼!𝐼"P
,

𝑣 =
∑ 𝐼!𝐼# ⋅ ∑ 𝐼!𝐼" − ∑𝐼"𝐼# ⋅ ∑ 𝐼!,

∑ 𝐼!, ⋅ ∑ 𝐼", − O∑ 𝐼!𝐼"P
,

 (10) 

where the sums are performed over the entire window around the point (𝑥, 𝑦).  

If the point (𝑥, 𝑦) corresponds to a flat region, then the motion vector cannot be calculated 

because the matrix. 

𝑀 = 𝐴-𝐴 = R
𝐼!,(𝑥, 	𝑦) 𝐼!(𝑥, 	𝑦)𝐼"(𝑥, 	𝑦)

𝐼!(𝑥, 	𝑦)𝐼"(𝑥, 	𝑦) 𝐼",(𝑥, 	𝑦)
S (11) 

From (10), it can be seen that the complexity of calculating the value of a motion vector 

for 1 frame is 𝑂(𝑊,), where 𝑊 is the size of the window over which the sums are made. 
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Block Matching 

 

Figure 1.7: From left to right: a. reference frame; b. current frame; c. (dis)similarity function. Where: 
red - current block, orange - sliding window, purple - search region, green - minimum of the 

dissimilarity function [13]. 

The image is divided at time 𝑡 (cadru curent) într-o grilă dreptunghiulară de blocuri, așa 

cum se vede în figure 2.10 (current frame) into a rectangular grid of blocks, as seen in Figure 

2.10. Then, for each block, the aim is to find the location in the image space where that block 

was in the previous frame 𝑡 − 1	(reference frame) - i.e., the location that best matches the 

current block [28]. To do this, a sliding window (having the same size as the block) was 

considered that sweeps the reference frame and, for each location in the reference frame, how 

similar the region in the sliding window is to the current block was calculated. For this, a 

(dis)similarity function like mean squared error was used. 

Thus, for a block at coordinates (𝑥, 𝑦), and a certain position of the sliding window, offset 

by (𝑑! , 𝑑") from (𝑥, 𝑦), the dissimilarity/cost function of the two regions is: 

𝜖O𝑑! , 𝑑"P =WX𝐼#(𝑥 + 𝑖, 𝑦 + 𝑗) − 𝐼#./O𝑥 + 𝑑! + 𝑖, 𝑦 + 𝑑" + 𝑗PZ
,

0,2

 (12) 

where the sum is performed over a region the size of the block around point (𝑥, 𝑦). The 

greater the difference between the intensities of the two regions at corresponding locations, the 

greater the cost function. Thus, the challenge is to find the displacement O𝑑! , 𝑑"P that minimizes 

the cost function [29]. To do this, the motion vector (𝑢, 𝑣) is chosen to be: 

(𝑢, 𝑣) = −𝑎𝑟𝑔𝑚𝑖𝑛(4$,4%)	𝜖O𝑑! , 𝑑"P (13) 

Alternatively, a similarity function, such as cross-correlation, can be used, and we try to 

maximize it: 
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𝜖O𝑑! , 𝑑"P =W𝐼#(𝑥 + 𝑖, 𝑦 + 𝑗)𝐼#./(𝑥 + 𝑑! + 𝑖, 𝑦 + 𝑑" + 𝑗)
0,2

 (14) 

 

Figure 1.8: The motion compensation vector 𝐴𝐵#####⃗  [13]. 

If 𝐴 is denoted as the center of the current block and 𝐵 as the location that gives the 

minimum cost, it can be seen that the point has moved from 𝐵 to 𝐴, so the motion vector at 

point 𝐴 is 𝐵𝐴aaaaa⃗   (figure 2.11): 

C𝑢𝑣D = 𝐵𝐴aaaaa⃗ = C
𝑥* − 𝑥6
𝑦* − 𝑦6D (15) 

If it is known that the motion is smaller than a specific value 𝑢78! pixels in the 𝑥, 𝑑!  can 

be restricted to vary in the range [−𝑢78! , 𝑢78!] (similarly for the 𝑦-direction; thus, the 

restriction is to search for a block in a search region around(𝑥, 𝑦)). 

The complexity of the method is 𝑂(𝑆,𝐵,) for 1 motion vector and for 1 single frame, 

where 𝑆 is the size of the search region and 𝐵 is the size of the block. 

Voting Method 

This section presents the result of the previous two methods with (𝑢/, 𝑣/) and (𝑢,, 𝑣,). 

Then, the voting method considers the result of the voting method to be the arithmetic average 

of the two: 

(𝑢9:#0;</, 𝑣9:#0;</) = d
𝑢/ + 𝑢,

2 ,
𝑣/ + 𝑣,
2 f (16) 

Another possibility is to take the average of both the magnitude and the angle, as seen in 

figure 2.12. 
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Figure 1.9: The two cases for the proposed voting method [13]. 

The application opens a video and then goes through each frame, generates and displays 

a motion field between the current frame and the previous one. In this case, this application 

considered a rectangular grid over the image space and performs motion estimation at the center 

of each grid cell. The results of the voting approach are displayed in Figure 2.13. 

     

Figure 1.10: The proposed voting method. From left to right: a. the original image, b. optical flow, c. 
block matching, d. voting approach 1, e. voting approach 2 [13]. 

The methods presented are computationally intensive and have only worked for very 

small input images. The optical flow method often provides very imprecise results, especially 

at object boundaries, where the constant motion field assumption is violated. The optical flow 

method is unstable in flat regions (the denominator in (10) tends towards zero because the 

matrix in equation (11) is singular). Furthermore, this method is susceptible to noise and works 

only for very small motions (up to a few pixels). The block matching method is more robust 

than the previous one, but unfortunately, the complexity is higher.  
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2.3 Strategies for Image Super-Resolution 

Super-resolution techniques serve as a powerful modality in the realm of image 

processing, aimed predominantly at enhancing the quality of low-resolution images. These 

methodologies find extensive applicability across a diverse range of fields, including but not 

limited to digital photography, video processing, medical imaging, and other applications where 

image quality is paramount [30] [31]. 

The objective of super-resolution is to transform a low-resolution image into its high-

resolution counterpart by supplementing it with approximated information derived from the 

lower-quality version. Machine learning algorithms, particularly deep learning techniques, are 

aptly suited for this problem, offering superior approximations compared to traditional heuristic 

approaches. Deep learning algorithms, such as Convolutional Neural Networks (CNNs) and 

Generative Adversarial Networks (GANs), excel in extracting intricate and nuanced details 

from images [31]. 

In this chapter, we focus on the comparative analysis of well-established algorithms in 

the super-resolution domain to yield enhanced outcomes over individual algorithmic 

applications. The following subsections will elucidate three deep neural networks employed in 

our experiments: 

• Residual Dense Network (RDN) 

• Super-Resolution Generative Adversarial Network (SRGAN) 

• Enhanced Super-Resolution Generative Adversarial Network (ESRGAN) 

The algorithms selected for ensemble voting are: 

• Mean Voting (pixel-based) 

• Maximum Displacement - calculates the distances between pixel values for each algorithm 

and selects the one with maximum distance. 

• Noise Estimation - the image is converted to grayscale, and noise levels are estimated; the 

image with the least noise (fragment-based) is selected. 

For each high-resolution image, a degraded version is also provided, generated through 

one of the following procedures: 

• Bicubic Interpolation 

• Unknown Operator – the procedures generating the low-quality image are kept confidential 

to circumvent methods excelling solely in bicubic interpolation. 
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Evaluation Metrics 

To gauge the quality of the images, we employ the most used metric in specialized 

publications and compare it with the outcomes achieved through individual deep learning 

algorithms. The efficacy of a network is measured by its ability to minimize the Mean Squared 

Error (MSE) between the output pixels and the original version. A zero MSE score indicates an 

identical high-resolution image generated by the network. 

Μ𝑆𝐸 =
1
𝑁WO𝐼0 −	𝐼(0)

^ P
,

>

0?/

 
(17) 

𝑃𝑆𝑁𝑅 = 10 ∗ 𝑙𝑜𝑔/@ m
𝐿,

𝑀𝑆𝐸o 
(18) 

The purpose of the Peak Signal-to-Noise Ratio (PSNR) is to compute the trade-off 

between MSE and the maximum pixel value. A higher PSNR indicates higher quality generated 

images. 

Algoritm PSNR 

RDN 19.17 

SRGAN 19.36 

ESRGAN 19.85 

Average Voting 18.98 

Furthest away 19.09 

Noise estimation 19.37 
 

Table 1.1: PSNR values obtained using individual methods and proposed voting systems [31] 

In this article, we tested various deep learning models that solve the problem of super-

resolution and we used voting algorithms to improve their performance. Since many models 

used for super-resolution achieve high PSNR, but they generated images still lacking for the 

human eye, we can conclude that this problem has a visual perception component, represented 

by the subjective evaluation of human observers. Since a perfect recreation of the downscaled 

image is unlikely, it is necessary to take into consideration the human perspective of the results, 

since for practical purposes, it is useless for an image to have high PSNR and low subjective 

quality (as determined by human observers). Thus, results should always be correlated with 

human observations. 
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2.4 Page Skew Correction and Adaptation 

Page skew correction is a critical technique in the field of image processing and Optical 

Character Recognition (OCR). It involves the automatic detection and rectification of skew or 

perspective distortions in a scanned page image, thereby aligning the text appropriately for 

accurate and efficient character recognition [32]. One of the primary objectives of image 

processing algorithms is the extraction of valuable information, and a key class of such 

algorithms focuses on OCR . 

This study proposes a voting system that amalgamates the outcomes from Hough 

Transform, projection profiling, and Frequency Domain Hough Transform into a single 

consolidated response. To this end, a confidence level has been attached to the output of each 

algorithm. 

Hough Transform Algorithm Steps: 

1. Image Preprocessing: 

a. threshold the image 

b. identify contours (letters/clusters of letters) in the thresholded image. 

c. generate a new image placing dots at the same coordinates as the contour anchors 

identified earlier. 

2. Look for lines using the OpenCV [7] V4.12 function HoughLines (the function returns a 

list of the most voted lines, in descending order of votes). 

3. Compute the confidence: 

a. lines receiving fewer votes than a constant divided by the highest vote-getter are 

removed. 

b. calculate the sum of all votes for the remaining lines. 

c. calculate the sum of the votes for lines with the same angle as the dominant line. 

d. divide the two sums to obtain a number between 0 and 1. 

   

Figure 1.11: From left to right: a. the initial image; b. image with anchor points; c. angle of inclination 
detection [32]. 
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The steps for the Projection Profiling algorithm are: 

1. Pre-process the image: 

a. Threshold the image [11] 

b. Identify contours (letters/groups of letters) in the thresholded image. 

c. Generate a new image by placing points at the same coordinates as the 

anchors of the contours found in the previous step. 

2. Rotate the image and find the angle for which the vertical projection has a maximal variance 

3. Compute the confidence 

a. divide the maximal variance by the sum of all variances (which wasfound, empirically, 

to have values between 0 and 0.5) 

b. subtract 0.5 

c. take the absolute value 

d. multiply by a constant (to normalize the confidence values of the algorithms) 

e. subtract the result from 1 

The steps for the Frequency Domain Hough Transform algorithm are: 

1. Pre-process the image 

a. pad the image so it becomes square-shaped 

2. compute the Fourier Transform 

3. create the image of amplitudes 

4. threshold the image [12] 

5.  look for lines using OpenCV HoughLines 

6. compute the confidence (the steps are the same as the regular Hough 

7. Transform) 

8. compute the confidence (the steps are the same as the regular Hough 

9. Transform) 
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Figure 2.12: From left to right: a. initial image; b. processed FFT; c. skew angle detection [32]. 

The voting system amalgamates angles and confidences from all these algorithms, delivering 

an optimal solution. Three voting mechanisms were explored: Best First, Unanimous Vote, and 

Weighted Vote. The first method selects the algorithm output with the highest confidence, 

wholly sidelining others. The Unanimous Vote computes the skew angle as the average of each 

algorithm's outcome. The final method, Weighted Vote, operates similarly but computes a 

weighted average. Improved outcomes are achievable if results with confidence less than half 

of the maximum are disregarded. 

The "Best First" approach yielded the most favorable outcomes, as can be discerned from Table 

2.4. 

Deskew Method Accuracy 
Average 

Error 
Average 

Confidence 

Execution 
Time 

(ms) 

Hough Lines 99.150% 0.085° 0.632 4.473 

Projection Profiling 99.523% 0.048° 0.545 131.019 

Frequency Hough 
Lines 

99.363% 0.064° 0.481 51.512 

Best First Voting 99.568% 0.043° 0.752 187.004 

Unanimous Voting 99.541% 0.046° 0.616 187.004 

Weighted Voting 99.553% 0.045° 0.651 187.004 

Table 1.2: Compared performance indicators for the presented method against candidates [32]. 
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The results of the voting systems are slightly better than the individual results of the 

voters. On a dataset of 1414 images, the accuracy went up by 0.04%, which might seem like a 

very small increase. However, the starting accuracy was already above 99% so the increase in 

accuracy is significant. 

2.5 Assessment and Interpretation of Contrast 

Contrast plays an indispensable role in the realm of digital imaging and computer vision, 

significantly influencing the visual quality and subsequent interpretation of images. The 

evaluation and quantification of this contrast have become critically imperative across a broad 

spectrum of applications including medical imaging, remote sensing, and digital photography. 

This chapter offers a comprehensive analysis of the various metrics available for assessing 

image contrast, focusing on their underlying formulas, interpretations, advantages, 

disadvantages, and relevant use-cases. Metrics from histogram-based perspectives, spatial 

frequency, and statistical standpoints are compared. The computational complexity, precision, 

and robustness of these metrics are explored, including their sensitivity to noise and other image 

degradations [33].  

Given the pivotal role of contrast, the capacity to accurately measure and quantify it holds 

paramount significance. This imperative is not only valid for image enhancement techniques 

but also for the evaluation of image quality and the performance of image processing algorithms 

[34] [35]. Precise contrast metrics serve as benchmarks for gauging the efficacy of image 

enhancement algorithms and can guide the development of novel methodologies [36] [37]. 

n light of the importance of precise contrast assessments, this chapter provides an in-depth 

analysis of several widely-used contrast metrics. These include both global and local histogram-

based metrics [38], spatial frequency-based metrics such as Fourier Transform Contrast (FTC) 

and Wavelet Transform Contrast (WTC), and statistical metrics such as Root Mean Square 

contrast, Michelson contrast, and Weber contrast [39] [40]. 

Each of these metrics has unique characteristics, advantages, and disadvantages that make 

them suitable for specific applications and scenarios [41]. 

Histogram-based Metrics: 

1. Global Histogram Contrast (GHC): 

𝐺𝐻𝐶 = 𝑀𝑎𝑥(𝐼) − 𝑀𝑖𝑛(𝐼)                          (22) 

Where 𝑀𝑎𝑥(𝐼) and 𝑀𝑖𝑛(𝐼)	represent the maximum and minimum pixel intensities in 

image I [38]. 
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2. Local Histogram Contrast (LHC): 

𝐿𝐻𝐶(𝑥, 𝑦) = 𝑀𝑎𝑥O𝐼(𝑥, 𝑦)P − 𝑀𝑖𝑛(𝐼(𝑥, 𝑦))            (23) 

Where 𝑀𝑎𝑥O𝐼(𝑥, 𝑦)P and 𝑀𝑖𝑛(𝐼(𝑥, 𝑦)) represent the maximum and minimum intensity 

levels of the pixels in image block located at coordinates (x, y). 

Spatial Frequency-based Contrast Metrics 

1. Fourier Transform-based Contrast (FTC): 

𝐹𝑇𝐶 = ∑ |𝐹𝑇O𝐼(𝑢, 𝑣)P|,         (24) 

where 𝐹𝑇O𝐼(𝑢, 𝑣)P is the Fourier Transform of image I at frequency coordinates (𝑢, 𝑣).  

2. Wavelet Transform-based Contrast (WTC): 

𝑊𝑇𝐶 = ∑ |𝑊𝑇(I(x, y))|      (25) 

where 𝑊𝑇(I(x, y)) is the Wavelet Transform of image I at spatial coordinates (x, y). 

Statistical Contrast Metrics 

1. Root Mean Square (RMS) Contrast: 

𝑅𝑀𝑆	𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = z /
A⋅>

	∑(𝐼(𝑥, 𝑦) − 𝜇),      (26) 

where I(x,y) indicates the intensity of the pixel at location (x, y) in the image, µ is the 

mean intensity of the image, and M and N are the dimensions of the image [39]. 

2. Michelson’s Contrast: 

𝑀𝐶 = %&'$.%&()
%&'$C%&()

            (27) 

where 𝐼78!	stands out for the image's greatest intensity, and 𝐼70; stands out for the 

minimum intensity. 

3. Weber's Contrast 

𝑊𝐶 = %.%*
%*

       (28) 

where I represent the intensity of the object, and unde 𝐼+ represents the background 

intensity [37]. 

Comparison of Contrast Metrics 

Contrast metrics have been extensively used in image processing, computer vision, and 

related fields to evaluate and enhance the quality of images. However, the effectiveness of each 
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metric can vary based on several factors including computational complexity, accuracy, 

robustness, and sensitivity to noise and other image degradations. In this part, we compare the 

contrast measures mentioned in this work across different dimensions. 

When it comes to computational complexity, global metrics such as Global Histogram 

Contrast, RMS Contrast, Michelson’s Contrast, and Weber's Contrast typically have a lower 

computational load. They either require basic statistical calculations or simple operations on 

pixel intensities[39,42,43]. 

On the other hand, spatial frequency-based metrics such as Fourier Transform-based 

Contrast (FTC) and Wavelet Transform-based Contrast (WTC) are more computationally 

demanding. They require performing either a Fourier Transform or a Wavelet Transform on the 

image, operations which can be computationally intensive, especially for larger images [44,45]. 

The accuracy and robustness of a contrast metric depend largely on the type and 

complexity of the images being evaluated. Global metrics can provide accurate contrast 

estimates for simpler images, but can overlook local contrast variations in more complex images 

[34]. 

Conversely, FTC and WTC can provide more accurate and robust contrast estimates for 

complex images as they capture local variations in contrast. However, the choice of the Fourier 

or Wavelet function and other parameters can significantly impact the accuracy of these metrics 

[35,45]. 

Regard to sensitivity to noise and other image degradations, histogram-based and 

statistical metrics tend to be sensitive to extreme values and noise, which can artificially inflate 

the contrast estimate [36]. 

Spatial frequency-based metrics such as FTC and WTC are generally less sensitive to 

noise, as the Fourier and Wavelet Transforms inherently suppress noise within higher frequency 

bands. However, they can be sensitive to other image degradations such as blurring, which can 

affect the image's high-frequency components[46]. 

The choice of contrast metric depends on the specific requirements of the application, 

including the computational resources available, the complexity of the images, and the level of 

noise and other degradations present in the images. While no single metric is universally 

superior, a combination of metrics can often provide a comprehensive and accurate evaluation 

of image contrast[45]. 

Image contrast, as a vital aspect of image quality, carries significant implications for 

image analysis and processing, as well as computer vision. Through this paper, we have 
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presented an in-depth review of a range of contrast metrics, each offering unique advantages 

and facing particular limitations. 

3 Hierarchical Clustering Methodology for Analysis of Page 

Structure 

This research introduces a robust and reliable technique for structuring document image 

pages hierarchically, harnessing the power of Delaunay triangulation. Central to our approach 

is the formation of a cluster tree, which encapsulates the page's content through strategically 

exploiting layout elements arrangements and their relative distances. By applying our 

technique, we proficiently categorize the page into distinct clusters encompassing images, titles, 

and paragraphs. The consequent hierarchical framework, founded on the cluster tree, 

establishes a durable and trustworthy blueprint of the document layout, thereby accelerating 

document comprehension and examination [47]. 

The present chapter builds upon the foundational work outlined in [48], incorporating 

new explanations, enhanced testing scenarios, a more suitable dataset, and an additional post-

processing phase designed to further refine the results of the proposed methodology. 

The initial step involves data preprocessing to meet the algorithmic requirements. A 

critical element of this strategy is the utilization of black-and-white documents. Consequently, 

regardless of the original color scheme, each document is converted to a black-and-white format 

to conform with these prerequisites [37] [49]. 

Contour and Segment Generation 

Upon input selection, the procedure entails the generation of image segments, termed 

"connected components" within the image framework. A cluster of interconnected black pixels 

constitutes a connected component, a determination that can be achieved through a 

straightforward algorithm (figure 3.1). Starting from an individual black pixel, the algorithm 

traverses all connected black pixels until only adjacent white pixels remain [48]. 
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Figure 1.13: Conversion of the initial grayscale image to black and white format [47]. 

The procedure is iteratively applied to all unvisited black pixels, culminating in the 

acquisition of connected components. As illustrated in Figure 3.2 and 3.3, a collection of black 

pixels may be enclosed in various configurations, with rectangles being the most common. 

  

Figure 1.14: Bounding rectangles of connected 
components [47]. 

 

Figure 1.15: Outcome of the contour detection 
algorithm [47]. 

Delaunay Triangulation 

Upon contour selection, constrained Delaunay triangulation is employed to link all 

connected components. This results in an excessive number of connections. Hence, a 

preprocessing phase is executed to eliminate triangles connecting more than two connected 

components, retaining only paired connected components. 

Proximity refers to the relationship between two or more connected components. Through 

iterative processing of the triangles in the constrained Delaunay triangulation and the exclusion 

of triangles that connect two distinct connected components (internal triangles), proximity is 

ascertained. Triangles that are generated within a single connected component (internal 

triangles) or involve three distinct connected components are eliminated from the analysis. 

The Concept of Clustering Tree 

Our methodology involves constructing a hierarchical model using a clustering tree, a 

specialized form of a multi-branch tree. In this tree architecture, connected components serve 
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as leaf nodes, while internal nodes represent clusters of connected components. The diameter 

of the cluster signifies the maximum distance between any two interconnected components 

within the same cluster or between adjacent connected components that can form a sequence to 

connect any two such components (see Figure 3.4). The primary objective of this tree is to 

categorize connected components into clusters, characterized by increasing diameters. The root 

of the tree symbolizes the cluster with the largest diameter. 

 

Figure 1.16: A simplified clustering tree where internal nodes are labeled with the diameters of the 
clusters [47]. 

The algorithm for constructing the tree commences by calculating the minimum length 

of the Delaunay triangle's side that connects each pair of connected components. The tree is 

constructed bottom-up. A cluster is initially created around a random connected component, 

and the nearest connected component to the initial one is identified and incorporated into the 

cluster. Subsequently, the nearest connected component to one of the two existing connected 

components is identified and incorporated into the cluster. If the distance to this newly added 

connected component is comparable to the distance between the first two, the third connected 

component is included in the cluster. This procedure repeats until the nearest connected 

component has such a significant magnitude that it cannot be included in the initial cluster. The 

remaining clusters are generated using a similar approach, although the algorithm may 

introduce the closest cluster instead of the closest connected component. The algorithm's 

outcome is the sought-after tree structure, accurately reflecting the page's hierarchy. 
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Figure 1.17: The initial image and the result of Delaunay triangulation [47]. 

A second approach for constructing the hierarchy involves using coordinates derived 

from the bounding shapes of the connected components and employing the distance between 

these bounding shapes as a metric. Convex hull is a suitable option for the bounding shape. In 

this case, the convex hull of each connected component is calculated using its contour points, 

and the minimum distance between the bounding structures is determined and used, as 

previously done, as the minimum distance between the connected components. Similar to the 

earlier method, the algorithm starts with an empty set and develops a cluster by adding 

connected components with the shortest minimum distance between the bounding structures. 

Clusters are similarly constructed, with the possibility of including other clusters if their 

distances are of the same magnitude. 

Figure 3.5 illustrates two versions of the same image: one before Delaunay triangulation 

and the other after its application to provide a visual representation and facilitate understanding. 

In these images, connected components are visibly linked through numerous edges, 

accentuating their interconnection. Each color represents the connections between the points on 

the edge of two connected components, providing a distinct indication of their respective 

distances. As input for the algorithm, only the connection with the shortest distance is selected 

from this collection. 

The analytical method presented in this document represents a natural evolution of 

hierarchical clustering procedures. It simulates the viewer's progressive withdrawal from a 

document, resulting in an image that becomes increasingly "blurry." Although precise details 

are lost, the document's overall structure remains visible, including the positioning of 

paragraphs, headings, tables, and images. 

Utilizing Delaunay triangulation structures ensures precision is maintained across 

multiple levels of sampling, faithfully capturing the clustering phenomenon perceived by the 

human eye as the viewing distance increases. 

Furthermore, the human visual system exhibits greater sensitivity to structures 

characterized by a rectangular shape. Priority is given to the rectangular reconstruction of the 

clusters in the document by using area functions of the clusters that encourage local 

maximization. 

Following the image analysis of the document, which generated a preliminary structure, 

a vital post-processing stage is necessary to refine the result, effectively eliminating potentially 

overlapping elements and ensuring the best representation of structural elements. This process 
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employs Non-Maximum Suppression (NMS), a technique commonly used in artificial vision 

tasks to reduce the number of overlapping bounding rectangles and retain only the most suitable 

ones [51] [52]. 

4 Prediction of Physical Interactions Using Neural Networks 

The primary objective is to design, develop, and evaluate an artificial neural network 

architecture capable of emulating and predicting the dynamic interaction patterns manifested 

during the encounter between two distinct entities. This chapter principally focuses on the 

computational learning and understanding of the associated physical impulses that arise when 

these objects come into contact, elucidating the complex physical interactions involved. 

Strategically employing an existing physical engine to generate the required training datasets is 

an integral part of this process, providing a comprehensive and robust foundation for subsequent 

training and performance evaluation of the neural network [52]. 

To examine and validate the effectiveness of the proposed artificial neural network model, 

this study includes a rigorous comparative analysis. The primary focus of this comparison is to 

juxtapose the results obtained from the trained neural network against those produced by the 

original physical engine. The aim here is to assess the accuracy, reliability, and practical 

applicability of the trained model in precisely predicting physical impulses, thereby 

demonstrating its potential to serve as a viable alternative to traditional physical engines. 

A crucial aspect of predicting physical interactions is the appropriate selection and 

preparation of the dataset used for training the neural networks. This dataset must contain 

relevant information about the physical interactions between objects or particles, enabling 

neural networks to learn and make precise predictions. The data preparation process involves: 

collection of experimental data, data cleaning, data labeling, and dataset splitting. 

In this section, different architectures and models of neural networks employed for 

predicting physical interactions are presented. 

Examples of Neural Network Architectures Used in Predicting Physical Interactions: 

• Convolutional Neural Networks (CNN) 

• Recurrent Neural Networks (RNN) 

• Attention-based Neural Networks 

Experimental Application Architecture 
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To efficiently train the neural network, it is vital to provide input and output data that 

accurately reflect the logic used by the original physical engine in determining the outcome of 

a collision between two objects and their subsequent velocities post-impact. 

For this purpose, data were collected from the operational physical engine during the 

execution of various demonstrative tests or "scenarios." These scenarios involved objects 

undergoing random collisions, and the positional data of the two colliding objects, as well as 

their velocities and angular velocities at the point of impact, were collected as input data. 

Correspondingly, the output data consisted of the resulting velocity and angular velocity of the 

objects following their contact. 

The Box2D physical engine [53] was the key tool in the data generation process. In a 

multi-object collision scenario, the engine conveniently separates the scene into pairs of 

colliding objects and updates the resulting velocities for each pair individually. This approach 

ensures that the neural network receives high-quality and representative data, bolstering its 

ability to accurately predict collision outcomes. 

Neural Network Optimization 

To achieve a reduced loss function, meticulous refinement of the training dataset was 

necessary due to its profound influence on the neural network's accuracy. Initially, a randomly 

generated dataset was used, later transitioning to a well-organized, defined dataset for improved 

efficiency. In the initial iteration (x, y) point sets were randomly generated within the range [15, 

15] for the x-axis. The y-coordinate was consistently set to 15, while angular velocity and 

rotation were also randomly obtained. 

Although this method produced loss functions close to our target, there were certain 

situations during the neural network's realistic simulation in the engine (where the neural 

network replaced the traditional logic used for calculating derived velocity at contact) that did 

not perform as expected. The primary cause of this inconsistent behavior can be attributed to 

the random nature of dataset generation, which may have led to over-representation of certain 

scenarios and under-representation of others. 

Recognizing this pattern, we decided to abandon randomly generated datasets in favor of 

an iterative method ensuring equal coverage of a predefined set of cases. This was accomplished 

by iterating through the initial x-axis range of [-15, 15] with a granular step of 0,05. To aid the 

network, this range was narrowed down to [-5, 5], including two distinct scenarios: one with a 

single box hit by a bomb box, and the other involving a stack of 10 boxes subject to the same 
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bomb box impact (the latter implying that the bomb was launched from the same position for 

both scenarios). 

This research delineates an enhanced adaptation of the study presented in [54], executed 

through meticulous refinements across multiple dimensions. 

Firstly, the structure of the training and evaluation dataset underwent significant 

modifications to better align with computational requirements. This was achieved through a 

complex blend of data, emphasizing the enrichment of the combination between randomly 

generated and synthetic datasets. The synthetic data used in this research more closely simulate 

real data, generating a more robust and versatile dataset. This mixture fosters a more 

comprehensive learning environment for the neural network, allowing it to effectively 

extrapolate across a wider range of scenarios and enhance its generalization capabilities. 

Secondly, there was a significant shift toward more exhaustive exploration in 

hyperparameter space, which inevitably led to performance improvements in the neural 

network. Subtle calibration of hyperparameters is crucial for optimizing the learning process, 

decisively influencing the overall performance of the neural network model. Therefore, 

meticulous search and adjustment of these parameters were instrumental in identifying the 

optimal set that confers superior learning dynamics. 

After implementing these constraints, generating training data in accordance with these 

constraints, and training the neural network with the refined dataset, loss functions in the range 

of 10-4 were achieved after 5000 training iterations. Table 4.1 illustrates the resulting loss 

function in a training cycle comprising 2000 iterations. 

Iteration Test Score Train Score 

0 0.105798 0.106044 

10 0.051244 0.051222 

50 0.015246 0.015388 

100 0.007767 0.007789 

1000 0.001212 0.001225 

2000 0.000728 0.000730 
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Table 1.3: Comprehensive Results Depicting the Outcome of the Loss Function, Following a 

Training Cycle Comprising 2000 Iterations, with the Imposed Constraints for Training Data 

Effectively in Place [52]. 

 

Figure 1.18: The Illustrated Scenarios Used for Training Data Generation; Scenario 1 Demonstrating a 
Single Object Interaction, Scenario 2 Demonstrating Interaction of a Single Object with a Stack of Ten 

Additional Objects, and Scenario 3 Highlighting a Complex Interaction Involving a Pyramid 
Comprised of Sixty-Six Objects [52]. 

The generation of training data involves launching an object (the purple square, referred 

to as the bomb) into another object or a stack of ten objects. The bomb starts from the position 

(-5, 15) and iterates through to the final position (5, 15) with a step of 0.05, acquiring data from 

both scenarios with the same position of the bomb object. The input data collected consists of 

the positions (in Cartesian coordinates), velocities, angular velocities, and rotations of the two 

objects about to collide. The output data represents the derivatives (in Cartesian coordinates), 

which are then applied to the initial velocities before contact to yield the final velocities (and 

directions) of the objects after contact. 

The loss function used is the Mean Square Error (MSE) function, with a value of 

approximately 10^(-4) for the network. With this loss function value, there are still errors, as 

expected, because this value does not reflect 100% accuracy, which would imply a perfect 

replication of the physics engine used for training. 

The network also has a performance impact on the physics engine. This is expected, as 

the neural network requires more computation compared to the original physics engine, which 

used a simple Newtonian equation to calculate the derivative of the velocity. For simple 

scenarios like scenario 1 and scenario 2, this impact is not observed as both the physics engine 

and neural network display similar performance. However, for more complex scenarios with 

many interacting objects (scenario 3), the computation required for the neural network 
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prediction is significantly larger than what the traditional engine would compute, leading to a 

noticeable impact on the graphical performance. 

Depending on the test scenario, the neural network achieves a successful prediction rate 

between 60% and 91%. However, this is still not an ideal prediction rate, particularly because 

there isn't a consistent percentage across all test scenarios. 

Using a neural network to replicate a physics engine under certain scenarios is indeed 

possible, and it can provide acceptable accuracy. This accuracy could potentially be improved 

by generating a larger dataset, extending the training time, and fine-tuning hyperparameters. 

However, the conventional approach, especially using classic activation functions, cannot 

completely replace the physics engine. 

5 Efficient Investments in Software Development 

In this chapter, we will delve into the intricacies of software development, an essential 

and dynamic field that plays a central role in the era of technology and information. Software 

development involves the complex process of creating, implementing, and managing software 

applications, which are used across a variety of domains and industries. 

The first study is a comprehensive comparison between AAA and Indie computer game 

production. Although both approaches aim to offer the best possible experience to their 

audience, the quality of the product can vary depending on various factors, including budget 

and technology used. To succeed, game developers need to have a clear understanding of the 

goals that can be accomplished within a reasonable time frame. This study examines the 

potential profitability of AAA and Indie game development methods. While there is no one-

size-fits-all approach to success, we posit that AAA game development generally yields higher 

profits than Indie game development. Our analysis compares selected game titles in terms of 

development budget, marketing efforts, team size, technology, and franchise opportunities. Our 

findings suggest that despite the lower cost of Indie game development, AAA games offer a 

more secure method of revenue generation [55]. 

The second study offers a comprehensive comparison between open-source and closed-

source projects, examining several key aspects, including the number of contributors or 

employees, the number of features introduced in the project, the number of vulnerabilities 

present in the software, revenue or profits, and project management techniques. By comparing 

these aspects across a series of open-source and closed-source projects, we aim to evaluate the 

potential for these distribution models to complement each other and to identify the contexts 



29 

where one model may be more efficient than the other. This analysis aims to provide valuable 

insights for stakeholders involved in software development, including developers, project 

managers, and decision-makers [56]. 

5.1 Game Analysis: Indie vs. AAA 

In this subsection, we offer a perspective on the characteristics and differences between 

"Triple-A" (AAA) and independent (Indie) video game development. The first category 

comprises large studios and publishers that invest substantial financial resources in creating and 

promoting high-tech franchises for home gaming consoles. In contrast, Indie development 

typically involves small teams of up to 15 developers prioritizing creative independence and 

financial autonomy [57].  

AAA Game Ecosystem 

It seems that the primary incentive for game developers to seek employment in AAA 

game companies is the prospect of participating in a large-scale team effort and making a 

significant contribution to game development. In the context of employment in AAA game 

companies, financial stability is often cited as a key benefit for employees. Working for a large 

studio may offer benefits such as medical coverage and flexible scheduling [58]. In AAA game 

development, a large budget and team do not guarantee a successful game development. The 

pressure to deliver results for a large team and player base can be significant, requiring 

individuals to understand the development plan and schedule before committing to a project 

[59]. 

Traditional AAA Model 

The AAA game development model operates similarly to other business models, with the 

primary focus on generating profits. This emphasis on profit stems from the considerable 

financial investments required for the development, testing, and promotion of a single project, 

given the large scale of these games. 

Evolution and Impact of Indie Games 

In contrast to AAA games, which require millions of dollars, Indie games are typically 

developed with much smaller budgets, generally in the range of thousands of dollars. As a 

result, most Indie game developers operate under resource constraints, often fulfilling multiple 

roles such as tester, programmer, and designer [60]. 

Regarding Indie game development, securing sufficient funding can be a challenging 

task. However, there are various strategies that developers can adopt to address this issue, 
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including: self-funding, crowdfunding, publisher funding, graphic technology, marketing 

promotion, franchising, and team size. 

In the first weeks of January 2023, a survey was conducted to determine people's 

preferences regarding video games. The survey had 115 participants, consisting of 34 students 

(30%), 48 people aged between 11 and 18 (48%), and 33 employed adults aged between 30 and 

60 (22%). 

The survey included the following questions: 

1. How many hours per week do you spend playing Indie games? 

2. How many hours per week do you spend playing AAA games? 

3. Which type of game (Indie or AAA) do you prefer to play and why? 

4. On a scale of 0 to 5, how important are graphics and visual effects to you when 

playing a game? 

5. On a scale of 0 to 5, how important are the story and characters to you when playing a 

game? 

6. On a scale of 0 to 5, how important is the multiplayer component of a game to you? 

7. Have you ever played an Indie game that you think should have been as popular as an 

AAA game? 

8. Are you likely to recommend an Indie or AAA game to a friend? 

The findings of our study indicate that the average number of hours per week spent by 

students playing Indie video games is approximately 12, while high school students tend to 

spend slightly fewer hours, around 10, playing such games [55].  

The second question of the survey produced remarkable results, differing from those of 

the previous query. The average weekly hours students spend playing AAA video games 

dropped to about 10 hours, while people aged between 11 and 18 spent three times more time, 

averaging 30 hours per week. 

Question 3 aimed to investigate the definitive preference of the three groups of 

participants, and the results align with the findings of questions 1 and 2. The student group 

displayed a greater inclination toward Indie games, as evidenced by the number of respondents 

preferring this category over AAA games (24 versus 10). In contrast, high school students 

preferred AAA games to a greater extent than Indie games (30 versus 18). The adult group, on 

the other hand, showed a relatively balanced preference, with 19 respondents indicating a 

preference for AAA games and 13 for Indie games. Regarding the open-ended part of the 

question, the most common reason for the popularity of Indie games was their distinct artistic 
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style, while for AAA games, the main factor was the ability to engage in multiple player-versus-

player (PvP) confrontations. 

The next question yielded a conclusive result, as about 40 respondents indicated that 

graphics and visual effects are significant factors in their gaming experience, regardless of the 

type of game. The remaining 75 respondents predominantly provided moderate ratings between 

2 and 3 on the importance scale, with 45 answers in this range. 

Question 5 produced more uniformly distributed answers across the rating scale, with a 

slight skew toward the lower end of the scale compared to question 4. Specifically, 35 

respondents indicated that the story and characters in a game are of high importance (rating of 

4 or 5 on the scale), while 28 respondents expressed uncertainty or a lower level of importance 

(rating of 2 or 3 on the scale). 

Question 6 collected mixed responses from the participants, similar to the previous 

question. Of the 115 respondents, 30 indicated a strong preference for the multiplayer 

component of video games, while 25 showed little interest in it. The remaining 60 respondents 

fall into an intermediate zone, suggesting that the importance of multiplayer functionality is 

highly subjective and depends on the individual player. 

Question 7 yielded intriguing results, with popular responses already featuring prominent 

Indie games like "Stardew Valley" and "Hollow Knight". Respondents wish that Indie games 

would gain more recognition in the AAA gaming world, with titles like "Celeste" competing 

with Ubisoft or Rockstar games. 

Question 8 is an essential query, given that personal recommendations from 

acquaintances are influential in shaping game preferences. The survey data highlight the fact 

that 72 respondents would recommend an AAA game, while 43 would recommend an Indie 

game. 

5.2 Open vs. Closed Aspects in Software Development 

The primary objective of this subsection is to carry out an exhaustive comparison between 

open-source and closed-source software projects. This comparison is based on several key 

aspects, including the number of contributors/employees, the number of features introduced in 

the project, the number of vulnerabilities (bugs or more severe issues) present in the software, 

revenues, and project management techniques. An important metric to consider is the number 

of contributors, which is relevant due to the fundamental differences in the underlying 

development models of the two types of projects. Open-source projects rely on contributions 
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from a broad and diverse group of developers, who may participate part-time or as paid 

employees of other organizations. In contrast, closed-source projects depend on a fixed number 

of full-time employees who are assigned specific tasks. 

Feature analysis becomes significant in evaluating the success of a software project, 

which directly influences its acceptance by users or investors. The number of features and the 

development time are critical indicators that determine the speed and efficiency with which the 

software evolves and is distributed to end-users. For open-source projects, we obtained data 

from 10 applications, sourced from the TAWOS Dataset [61], which we analyzed and processed 

according to our research requirements. 

Examining multiple open-source projects, we calculated the ratio between contributors 

and the total number of features for the top three products in a comparable time frame of two 

years (2018-2020): MongoDB Core Server - 0.37, Moodle - 0.51, Sonatype Nexus - 0.92. 

Closed-source projects focus on specific features requested by their clients, while open-source 

projects tend to be more diffuse in their functionality objectives. In the latter, a particular feature 

may be introduced by a contributor for personal use or for the benefit of a small number of 

community members, prioritizing practicality over serving a large number of end-users. This 

distinction can be summarized by the term impact: closed-source projects focus on fewer 

features with greater impact, while open-source projects expand on a greater number of features 

with lesser impact. 

Security is a crucial aspect of software development and, consequently, it is essential to 

consider it when writing code. Therefore, our third metric focuses on the security of both 

closed-source and open-source projects. 

Investment Benefits and Risks 

Investments in software development are a critical aspect in today's digital economy, as 

technology plays a pivotal role in business success and innovation. This chapter focuses on the 

benefits and risks associated with investments in software development, underscoring the 

importance of a balanced and informed approach to decision-making. 

Investment Benefits in Software Development: Improved operational efficiency, 

increased competitiveness, adaptability and scalability, control over data security, long-term 

savings. 

Investment Risks in Software Development: High costs, risk of failure, development 

duration, dependency on the development team, need for updating and maintenance. 
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6 Conclusions and Contributions 

Based on the analysis conducted in this doctoral thesis, significant contributions have 

been made in various technological fields, ranging from the optimization of OCR techniques 

and motion estimation to software development and page structure analysis. A key aspect of 

this research was the adoption of an interdisciplinary approach, which enabled the identification 

of innovative solutions for complex problems. For instance, the weighted voting mechanism 

improved accuracy in OCR technologies, while contrast analysis and motion estimation opened 

new avenues for enhancing image processing. Additionally, the study examined the differences 

between Indie and AAA games, underscoring that innovation and adaptability can often trump 

substantial financial resources in the development of successful software. 

Advancements in the fields studied are not merely theoretical but have direct applicability 

in various industries. The contrast metrics discussed are vital for domains such as medical 

imaging, remote sensing, and digital photography. Likewise, understanding and optimizing 

physical interactions through neural networks can have significant implications in areas such 

as physical simulations or robotics. However, the work also took on the role of identifying 

current gaps and limitations, thus providing a framework for future research. For example, 

although neural networks can enhance physical simulations, they cannot yet fully replace 

traditional physics engines. This balance between progress made and the identification of areas 

requiring further improvement makes this thesis not just an academic reference point but also 

a practical tool for the industry. 
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