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ABSTRACT

The discipline of cybersecurity has become progressively critical in protecting societal processes

within the interconnected global community of today. With the proliferation of internet users,

devices, and services, there is an increasing imperative to effectively manage and protect

against cyber threats. This thesis utilizes the capabilities of Artificial Intelligence (AI) to

fundamentally transform cybersecurity methodologies, also touching the subject of the Internet

of Things (IoT). Although AI does increase the likelihood of cybersecurity threats, it also

presents unprecedented prospects for proactive defense strategies. By utilizing cutting-edge

artificial intelligence applications, this study aims to gain an advantage over adversaries by

promptly detecting vulnerabilities, evaluating risks across all relevant aspects, and devising

sophisticated cybersecurity approaches.

Each of the three fundamental research questions addressed in the thesis motivates the in-

vestigation and development of its three main contributions. The initial inquiry examines the

potential for improving the timely identification of cybersecurity vulnerabilities through the

implementation of advanced data analysis and machine learning (ML) methods. The subse-

quent section examines efficacious approaches and instruments for evaluating and controlling

cybersecurity vulnerabilities, emphasizing the distinction between diverse cyber threats. The

third inquiry examines the process by which proactive cybersecurity defense strategies, such as

risk assessment systems and continuous security management, are developed and integrated

into the operations of an organization.

The preliminary contribution investigates empirical research concerning early exposure to vul-

nerability. The proposed approach encompasses several components: the development of a

Security News Aggregator, the application of machine learning (ML) models to identify vul-

nerabilities in news websites and Twitter, the utilization of textual descriptions to forecast

the severity of software vulnerabilities, and the integration of Natural Language Processing

(NLP) techniques with pre-existing ontologies to extract exploits and attack vectors from

cybersecurity news.

The second contribution focuses on empirical research in the field of risk assessment. It utilizes

novel methodologies such as honeytokens that monitor attack execution, the implementation

of web application honeypots, language model analysis of current cybersecurity trends, and

an examination of emerging vulnerability trends reported in cybersecurity news.

The third contribution tackles proactive cyber defense through empirical research. The project

entails several key components: the creation of the CODA footprint, which facilitates ongoing

security management; evaluations of risk assessment frameworks and methods; exploration of

security breaches in the Internet of Things; implementation of probability and attack graph

models within a contextual risk scoring system; and utilization of a contextual priority scoring

system to prioritize vulnerability patching.

By implementing sophisticated AI methods, this thesis provides substantial contributions

across the domain of cybersecurity. The thesis conducts a critical analysis of the proposed
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methodologies, emphasizing their advantages, difficulties faced during implementation, and

possible usages. These studies not only introduce innovative approaches to cybersecurity but

also establish a standard for subsequent investigations in this continuously developing field.

Keywords: Language Models, Natural Language Processing, Common Vulnerability Scoring

System, MITRE Adversarial Tactics, Techniques, and Common Knowledge, Contextual Risk

Scoring, Remediation Effort Prioritization
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1 INTRODUCTION

1.1 Context

The rapid transitions occurring in the realm of cybersecurity are driven by the increasing com-

plexity of digital environments and the unrelenting growth of cyber threats. The complexity

of hostile actors has created significant problems for current cybersecurity vulnerability detec-

tion and management approaches. Conventional methods are frequently reactive and find it

difficult to adequately address new cybernetic dangers.

Furthermore, a thorough grasp of the nature and traits of cyber threats is necessary due to their

immense quantity and diversity. It is now crucially important to identify efficient processes

and instruments for evaluating and managing cybersecurity risks, particularly when it comes to

differentiating between various cyber threats. As businesses and governmental structures look

to strengthen their defenses, they are depending more and more on cutting-edge technology

like artificial intelligence (AI), natural language processing (NLP), and machine learning (ML)

or deep learning (DL) models to understand and address cyber threats.

While already common knowledge in the cybersecurity community, the use of AI as a tool to

deal with the most common cyber-attacks (ransomware attacks, IoT attacks, cloud attacks,

and blockchain attacks) is also highlighted by Mijwil et al. (2023) [376]. Not only that the

authors describe these attacks as being common, but also as evolving, in that attackers keep on

finding new and more sophisticated approaches to finding and exploiting cyber vulnerabilities.

The focus on cutting-edge technology as a response to the complexity of the cyber landscape

is also illustrated by recent activity in the cybersecurity academic community. For instance,

Nobrega & Rutkowski (2022) [377] argue that Artificial Intelligence enables the identification

of attack patterns and the automation of certain cybersecurity procedures. Zhang et al.

(2023) [378] mention specific procedures that can be automated through AI. Baharadiya

(2023) [379] discusses the application of ML in cybersecurity. Ahsan et al. (2023) [4] provide

a comprehensive review of existing databases, ML techniques, and DL techniques used for

cybersecurity.

Notably, there is a growing interest in the application of DL models for cybersecurity purposes.

Dixit & Silakari (2021) [380] argue that deep learning techniques improve the performance

of cybersecurity systems, while Sewak et. al (2022) [381] provide an extensive review of

existing solutions using deep learning (DL) for cybersecurity purposes. Lin et. al (2020) [382]

distinguish between various types of DL approaches.

In this context, the research outlined in this thesis holds relevant significance within the current

1



cybersecurity landscape. On the one hand, it addresses the need for turning academic research

focused on cutting-edge techniques for cyber threat mitigation into viable proactive solutions

that can be applied in real-world scenarios. On the other hand, the current research also

expands theoretical knowledge on cybersecurity issues using empirical data. More precisely,

the research questions and objectives of the current work aim to contribute with practical

and theoretical advancements in early detection, risk assessment, and proactive cybersecurity

defense strategies.

1.2 Problem statement

The problem addressed in the current research originates from two sources: the insufficient

level of development of existing cybersecurity systems relying on conventional methods for

cyber threat detection and mitigation and the gap between theoretical advancements in cy-

bersecurity and their practical implementation within organizational contexts. Each of the

two issues is detailed in the following lines.

Conventional cybersecurity systems face significant challenges in the rapidly changing land-

scape of cyber threats. By relying on traditional methods of cyber threat mitigation, these

systems often struggle to adapt to the intricate and diverse nature of contemporary cyber

threats. Consequently, organizations using such systems become more susceptible to ex-

ploitation.

Moreover, existing methods for assessing and managing cybersecurity risks may lack the nec-

essary granularity to distinguish between different categories of cyber threats. The inadequacy

in discerning between nuances of cyber-attacks hinders the ability to effectively prioritize and

address the most critical threats. Without comprehensive risk assessment frameworks, organi-

zations may allocate resources less efficiently, making them more vulnerable to sophisticated

and targeted cyberattacks. This adds to the focus on reactive measures that are prevalent

within the cybersecurity strategies of organizations, potentially hindering the development and

implementation of proactive defense plans. Consequently, organizations may be exposed to

new and unforeseen cyber threats.

On the other hand, there exists a gap in the integration of cutting-edge technologies into

practical cybersecurity systems and solutions. Failure to effectively leverage technology such

as NLP and AI, especially ML and DL, may impede the development of viable alternatives to

conventional cybersecurity systems. Without practical and accessible solutions, organizations

may struggle to apply state-of-the-art cybersecurity practices, leaving them no choice but to

fall back on using conventional cybersecurity systems and methods, despite the drawbacks

presented in the previous lines.
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1.3 Objectives

Given the context and the problem statement presented in the previous sections, the following

research questions were advanced:

• Research Question 1 How can the early detection of cybersecurity vulnerabilities be

enhanced using advanced data analysis and machine learning techniques?

• Research Question 2 What are the effective methodologies and tools for assessing

and managing cybersecurity risks, particularly in distinguishing between different types

of cyber threats?

• Research Question 3 In what ways can proactive cybersecurity defense strategies,

including continuous security management and risk scoring systems, be developed, and

integrated into organizational practices?

The research questions provided the basis for identifying seven specific research objectives of

the current research:

1. Development of Advanced Cybersecurity Detection and Management Sys-

tems: To design and implement innovative systems and tools that enhance the de-

tection, analysis, and management of cybersecurity threats. This includes the creation

of platforms like Yggdrasil and CODA Footprint, which provide real-time insights and

continuous security management capabilities. These platforms have been implemented

and are now operational.

2. Utilization of Cutting-Edge Technologies in Cybersecurity: To leverage state-of-

the-art technologies such as machine learning and deep learning models, natural lan-

guage processing, and other artificial intelligence techniques for improving the efficiency

and effectiveness of cybersecurity practices. This involves using advanced language mod-

els like BERT and RoBERTa for tasks like vulnerability detection, severity prediction,

and trend analysis.

3. In-depth Analysis of Cyber Threats and Vulnerability Trends: To conduct com-

prehensive studies that analyze and categorize various types of cyber threats and vulnera-

bilities. This includes understanding the behavior and techniques of attackers, assessing

emergent trends in cybersecurity, and identifying the most critical threats that need

immediate attention.

4. Enhancing Risk Assessment and Prioritization in Cybersecurity: To develop

and refine methods for evaluating and prioritizing cybersecurity risks. This objective

encompasses the analysis of risk evaluation frameworks, the development of test-driven

security approaches for IoT, and the implementation of probability and attack graph

models for contextual risk scoring.

5. Exploring Proactive Approaches in Cyber Defense: To shift the focus from reactive

to proactive strategies in cybersecurity. This involves the development of systems and
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methodologies that allow for early detection and preemptive action against cyber threats,

thereby reducing the potential impact of such threats.

6. Integrating Practical Solutions into Cybersecurity Practices: To provide action-

able tools and frameworks that can be integrated into everyday cybersecurity operations.

This includes offering solutions for continuous security management, test-driven secu-

rity in IoT, and risk assessment, which can be directly applied in various organizational

contexts.

7. Contributing to the Theoretical and Practical Knowledge in Cybersecurity: To

enrich the academic and practical understanding of cybersecurity, providing insights and

findings that can be leveraged by researchers, practitioners, and policymakers in the

field.

1.4 Thesis structure

The seven chapters of the current work are organized into two main parts, each addressing

specific aspects of the research: the state-of-the-art and empirical studies. As such, each

chapter is presented briefly in the current section.

Chapter 1 represents the introduction of the thesis and comprises stating the research context

along with the challenges that need to be addressed, followed by formulating three research

questions and seven objectives that guided our work, and presenting the structure of the

thesis.

Chapter 2 provides a comprehensive survey of the current state of the art in cybersecurity. It

explores advanced techniques in early vulnerability detection and management (Section 2.1),

evolving strategies in cybersecurity risk assessment and management (Section 2.2), and the

shift towards a proactive paradigm in cybersecurity with a focus on managing and prioritizing

vulnerabilities (Section 2.3).

Chapter 3 delves into empirical studies related to early vulnerability exposure and proposes

original contributions to enhance technologies in this field. The chapter begins with an intro-

duction followed by the development of a Security News Aggregator (Section 3.2). Next, ML

models are employed for the early detection of vulnerabilities from news websites (Section 3.3),

and Twitter (Section 3.4). The severity prediction of software vulnerabilities based on their

text description is explored (Section 3.5), and exploits and attack vectors are extracted from

cybersecurity news using NLP techniques (Section 3.6) and mapped to existing ontologies

(Section 3.7).

Chapter 4 consists of empirical studies that advance the state of the art on trends regard-

ing vulnerabilities and attack tactics. It involves the use of honeytokens to understand and

influence the execution of an attack (Section 4.2), the publication of a web application hon-

eypot in the wild (Section 4.3), a case study grounded in language models to analyze the

latest cybersecurity trends (Section 4.4), and an analysis of emergent vulnerability trends in
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cybersecurity news (Section 4.5).

Chapter 5 advances, through empirical studies, the state of the art related to proactive cyber

defense. It includes the description of the CODA footprint continuous security management

platform (Section 5.2), an analysis of risk evaluation frameworks and risk assessment methods

(Section 5.3), an investigation into why IoT security is failing and the need for a test-driven

security approach (Section 5.4), the application of probability and attack graph models in a

contextual risk scoring system (Section 5.5), and the contextual prioritization of vulnerabilities

and remediation efforts (Section 5.6).

Chapter 6 provides a critical analysis of the proposed approaches, highlighting their advan-

tages (Section 6.1) and the problems faced during their development (Section 6.2), as well as

envisioning potential applications (Section 6.3).

The final chapter (Chapter 7) summarizes the original contributions of the research (Section

7.1) and outlines potential directions for further research (Section 7.2).
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2 EARLY VULNERABILITY EXPOSURE

The initial contribution of the empirical studies present in this thesis examines novel systems

and approaches that have been developed to improve the detection and management of cyber

threats in the domain of cyber security. This segment of the thesis provides an overview

of six discrete yet interconnected research endeavors, all of which have made substantial

contributions to the domain of cybersecurity.

The creation of the ”Security News Aggregator” signifies an innovative endeavor in the man-

agement of the overwhelming volume of cybersecurity-related content. The primary objective

of this platform is to effectively prioritize and filter critical security news, placing particular em-

phasis on emergent vulnerabilities and zero-day attacks. The high costs of cyberattacks serve

as evidence of the critical importance of effectively overseeing the enormous and continuously

expanding quantity of cybersecurity data in order to ensure timely and efficient distribution

of urgent upgrades and critical updates.

Subsequently, the ”Early Detection of Vulnerabilities from News Websites Using Machine

Learning Models” research paper makes significant progress by analyzing news articles for in-

dications of emergent cyber threats using sophisticated machine learning techniques. By capi-

talizing on the functionalities of Support Vector Machines, Multinomial Näıve Bayes classifiers,

and a fine-tuned BERT model, this model demonstrates exceptional precision in vulnerability

detection. This further emphasizes the effectiveness of Natural Language Processing (NLP)

in the timely identification of cyber threats.

The article ”Yggdrasil – A CSCL System for the Early Detection of Cybernetic Vulnerabilities”

presents a novel automated system that employs tweets as a source of data in order to identify

potential threats. By utilizing the BERT language model to examine tweets that contain links

to cybersecurity articles, this methodology showcases the capacity of transfer learning to

augment collaborative learning and timely threat detection within the realm of cybersecurity.

Furthermore, ”Severity Prediction of Software Vulnerabilities based on their Text Description”

implements a deep learning methodology to assess the severity of software vulnerabilities.

The present investigation employs a Multi-Task Learning framework in conjunction with a

pre-trained BERT model to forecast the severity levels of vulnerabilities exclusively on the

basis of their textual descriptions. This novel methodology exemplifies the capacity of deep

learning to deliver prompt and precise evaluations of the severity of vulnerabilities.

An efficient approach is proposed in ”Extracting Exploits and Attack Vectors from Cyberse-

curity News Using NLP” for the automated labeling of articles pertaining to cybersecurity.

By utilizing Named Entity Recognition, this methodology effectively retrieves and classifies
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crucial data pertaining to emerging vulnerabilities and avenues of attack, thereby augmenting

comprehension and adaptability in the face of cyber threats.

Finally, the paper ”CVE2ATT&CK: BERT-Based Mapping of CVEs to MITRE ATT&CK

Techniques” tackles the crucial issue of associating particular attack techniques with Common

Vulnerabilities and Exposures (CVEs). The objective of this study is to autonomously establish

these critical connections by annotating CVEs using techniques derived from the MITRE

ATT&CK framework and developing models, including language models based on BERT. The

accomplishment of this undertaking makes a substantial contribution to the cybersecurity

community’s capacity to comprehend and efficiently mitigate cyber threats.

Collectively, these six research contributions constitute an all-encompassing and multifaceted

investigation into state-of-the-art methodologies and techniques within the realm of cyber-

security. The significance of early detection, advanced data analysis, and the incorporation

of machine learning and natural language processing (NLP) is emphasized in the continuous

struggle against cyber threats.

2.1 Takeaway

Within the realm of cybersecurity, the initial contribution of the empirical studies segment

unveils novel strategies and systems that have been developed to detect and manage cyber

threats at an early stage. This represents the culmination of research efforts in the field.

This segment of the thesis integrates the findings and suggestions for further research from

six separate research studies, all of which have made contributions to the comprehension and

progression of cybersecurity practices.

The ”Security News Aggregator” research has effectively suggested the creation of an all-

encompassing platform that consolidates a wide array of cyber-security news, including cor-

rections and vulnerabilities, security breaches and CVEs. By procuring its information from a

diverse range of reputable sources, this platform serves as a beacon for current events, poten-

tially assisting in the detection of zero-day threats and emerging susceptibilities. Subsequent

efforts shall be directed towards augmenting the functionalities of the platform by means

of automating the identification of pertinent Twitter users, fortifying the article evaluation

system, and investigating dark web exploit kits. The necessity for dynamic and responsive

cybersecurity information systems is highlighted by this ongoing effort.

In the section entitled ”Early Detection of Vulnerabilities from News Websites Using Machine

Learning Models”, a prototype system designed to identify emergent cyber threats in news ar-

ticles is presented. Notwithstanding the encouraging outcomes attained by the BERT model,

prospective improvements encompass broadening the dataset and conducting trials with alter-

native language models. Furthermore, further development will involve the integration of this

prototype into a more comprehensive system that employs diverse Open Source Intelligence

(OSINT) sources to automatically identify early cyber threats. The objective of this suggested
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expansion is twofold: to enhance the existing model and to establish a more all-encompassing

system that can detect threats at an early stage.

”Yggdrasil - A CSCL System for the Early Detection of Cybernetic Vulnerabilities” is an article

that concentrates on task, integration, and focus criteria to develop an advanced typology

for CSCL systems in cybersecurity. Both experts and non-experts are assisted in navigating

community-generated knowledge on emergent cyber vulnerabilities by the Yggdrasil system.

Following an experiment involving transfer learning from a previously developed model [130],

this study validates the predictive capabilities of the BERT model and data fusion methods

with respect to pertinent information. Subsequent pursuits encompass augmenting the dataset

and delving deeper into the feasibility of transfer learning as a methodology for devising CSCL

systems in the domain of cybersecurity. This study delineates a path towards the development

of automated tools that augment collaborative learning and the exchange of knowledge within

the cybersecurity community.

The subsequent segment of the initial contribution within the empirical studies section of

the thesis further investigates novel approaches and systems in the field of cybersecurity.

It specifically emphasizes the utilization of natural language processing (NLP) to extract

cyberattack information, link CVEs to MITRE ATT&CK techniques, and predict vulnerability

severity.

The deep learning model proposed in the study ”Severity Prediction of Software Vulnerabilities

based on their Text Description” streamlines the vulnerability assessment procedure. By em-

ploying a multi-task architecture, this model enables system administrators to efficiently assess

the severity of threats posed by recently disclosed vulnerabilities. Subsequent enhancements

will comprise refining the hyperparameters of the model and integrating it into an indepen-

dent application that will deliver instantaneous notifications concerning high-risk and critical

threats. Furthermore, an exploration of more expansive architectures, such as RoBERTa

[181], could potentially lead to a decrease in inaccuracies in the predicted metrics. This re-

search represents a significant advancement in devising accessible and streamlined methods

for non-experts to assess cybersecurity threats.

The study titled ”Extracting Exploits and Attack Vectors from Cybersecurity News using NLP”

presented a novel approach for the automated classification of articles pertaining to intrusions

and vulnerabilities. Serra et al. [179] employed sophisticated natural language processing

(NLP) methods, such as bidirectional word-level LSTM and custom models incorporating

Bloom embeddings and residual CNNs [180]. Further research is warranted to incorporate dark

web exploit kits and other cybersecurity-related content into the data sources. Additionally,

a user-friendly interface will be designed to facilitate the filtration of news that is pertinent

to individual users’ requirements. The objective of this approach is to improve the usability

and relevance of cybersecurity information for end-users by optimizing its accessibility and

applicability.

Finally, the research project titled ”CVE2ATT&CK: BERT-Based Mapping of CVEs to MITRE
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ATT&CK Techniques” resolved the crucial issue of how to link CVEs to attack techniques

automatically. By employing a multi-label task methodology and pioneering the use of BERT-

based architectures, this research achieved notable advancements in the precise labeling of

critical vulnerability exploits (CVEs). Further research will be devoted to improving the anno-

tated CVE corpus. This will involve investigating approaches such as Few-Shot Learning [220]

and Semi-Supervised Learning [221]. These methods will be utilized to address the drawbacks

of inadequate training data and label imbalance. Future plans also include the incorporation

of supplementary information sources [222], with the objective of rectifying the incongruities

present in CVE descriptions.

The extensive research delineated in these studies highlights the ever-changing and swiftly pro-

gressing characteristics of the cybersecurity field. At the core of these developments lies the

incorporation of cutting-edge methodologies and technologies, including collaborative learning

systems, natural language processing, and deep learning. By implementing these comprehen-

sive strategies, organizations can effectively monitor and address the constantly changing

cyber threats, thereby optimizing threat detection and management in a way that prioritizes

user needs.

The forthcoming research outlined in these studies not only aim to improve and strengthen the

functionalities of the current systems but also intends to generate significant advancements

in the wider domain of cybersecurity. Continuous innovation plays a pivotal role in the devel-

opment of user-friendly and intuitive systems that surpass precision and responsiveness, while

also catering to the needs of a wide range of users. The specific focus on machine learning

models indicates a strategic transition towards implementing more proactive and well-informed

approaches to defending against cyber threats.

Fundamentally, the accumulated knowledge from these research endeavors demonstrates an

ever-changing cybersecurity environment, characterized by a dedication to ingenuity and ad-

justment. By incorporating cutting-edge technologies and methodologies, these studies es-

tablish the foundation for a cybersecurity infrastructure that is more resilient and adaptable,

enabling it to efficiently confront the intricacies and difficulties posed by contemporary cyber

threats.
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3 VULNERABILITY AND ATTACK TACTICS TRENDS

Within the dynamic realm of cybersecurity, safeguarding web applications represents an imper-

ative frontier. These technological applications, which facilitate user-database interaction via

the internet, offer substantial advantages but also present substantial security vulnerabilities.

Critical vulnerabilities may arise due to improper programming or misconfigurations, thereby

enabling unauthorized individuals to compromise entire systems and gain access to sensitive

data. The stakes are extremely high, as malicious actors are constantly seeking to monetize

compromised data in addition to causing reputational harm. The second contribution I have

made explores this field by means of four separate studies, each providing distinct perspectives

on cybersecurity developments, vulnerabilities, and novel defensive strategies.

This chapter proceeds with ”HUNT: Using Honeytokens to Understand and Influence the

Execution of an Attack”. The present study presents an advanced intrusion detection system

that makes use of honeypots and honeytokens. It has been purposefully engineered to discern

extensive, aimless assaults from more concentrated, specific threats. The system employs a

strategic approach to traps that bear resemblance to alluring resources in order to classify

assaults, decipher the motivations of attackers, gather forensic evidence, and ultimately elim-

inate threats. By utilizing interconnected honeytokens, which each pose unique exploitation

challenges, a comprehensive scenario can be created in which the abilities and motivations of

attackers can be evaluated.

Following this, ”Web Application Honeypot Published in the Wild” is devoted to learning

penetration techniques and detecting cyberattacks. The research entails the implementation

of honeypots within a cybernetic infrastructure. To entice attackers, these honeypots are

outfitted with ”Capture the Flag”-style challenges. The knowledge acquired over a two months

deployment on the internet consists of an examination of human and automated interactions

with these honeypots. This analysis offers significant insights into the tactics and behaviors

of threats.

”What are the Latest Cybersecurity Trends? A Case Study Grounded in Language Models”

is a research based on Natural Language Processing that utilizes the RoBERTa language

model. This study examines 2264 news articles pertaining to security. Text embeddings,

dimensionality reduction, and topic clustering are employed in order to classify these articles

into pertinent categories. By employing this methodology, a thorough assessment of the

development and importance of diverse cybersecurity trends is possible, providing insight into

the present condition of cyber threats and defenses.

”Analysis of Emergent Vulnerability Trends in Cybersecurity News” concludes our discussion.

This study facilitates the prioritization of software patching through the examination of vul-
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nerability trends. It introduces a substantial dataset of manually annotated cybersecurity news

articles by utilizing Transformer architectures. The articles are classified as pertinent or incon-

sequential by the refined models, which also utilize clustering techniques to identify recurring

patterns, particularly with regard to vendor exposure. The aforementioned system functions

as an indispensable asset for cybersecurity analysts, augmenting their routine investigative

and research proficiencies.

Collectively, these studies offer a comprehensive perspective on the cybersecurity environment,

tackling the intricate difficulties associated with protecting web applications and the informa-

tion they process. Every research study provides distinct perspectives and approaches, which

enhance our comprehension and capacity to combat cyber threats.

3.1 Takeaway

The subsequent contribution within the empirical studies section of the thesis provides an in-

depth analysis of the strategic implementation and inventive utilization of honeypots within

the realm of cybersecurity. This extensive research endeavor encompasses an examination

of honeypot solutions as well as an investigation of the most recent cybersecurity trends via

sophisticated language models.

We have examined the entire continuum of honeypot solutions in ”HUNT: Using Honey-

tokens to Understand and Influence the Execution of an Attack”, from academic research

initiatives to fully-fledged commercial deployments. Our inquiry uncovered the advantages

and disadvantages of high-interaction and low-interaction honeypots. It was observed that

high-interaction honeypots (HIH) exhibited notable efficacy in preventing advanced persistent

threats and targeted attacks. As a consequence of these discoveries, we devised the HUNT

framework, which is a decentralized honeynet composed of web application devices and ef-

fectively managed through a centralized console. The traps, which operate as microservices

in the cloud, have been carefully designed to symbolize distinct vulnerabilities. Each trap has

a different level of difficulty, accommodating attackers with a wide spectrum of abilities. A

hacker who successfully compromises one HUNTER Task is directed to an additional, more

arduous task, thereby ensnarement in this intricate web and notification of response teams.

This configuration guarantees that the production environment that it emulates is not affected

in any way. Every individual trap independently transmits attack data to the central console,

facilitating the compilation and examination of attacker profiles, identities, as well as tactics,

techniques, and procedures (TTPs). Subsequently, for evaluating its efficacy, it is imperative

to implement the HUNT framework in real-world production settings, simulating an authentic

application. Consistent with sophisticated security systems, ongoing adaptation is critical for

maintaining a competitive edge against contemporary threats. To maintain its efficacy against

a diverse range of cyber threats, it is imperative to extend the protocol coverage of HUNT

beyond HTTP.
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Subsequently, we investigated the incorporation of honeypot systems into web applications

as part of the exhaustive ”Web Application Honeypot Published in the Wild” study, with the

objectives of detecting and classifying attackers, redirecting them to simulated environments,

and analyzing their actions. By virtue of its pioneering methodology, this endeavor has exhib-

ited efficacy in the detection of attack patterns and tools employed against web applications.

The surge in assaults and exploitation of vulnerabilities in widely used web applications—many

of which still have unresolved security issues—emphasizes the growing necessity for such solu-

tions. The implementation of honeypots poses distinctive difficulties due to the limitations and

the necessity of concealing architectural details, which serves to thwart adversaries’ attempts

to bypass these systems. Developed as a supplementary security measure to conventional

systems such as intrusion detection and firewalls, our honeypot has demonstrated its efficacy

by furnishing insightful information regarding the tools and activities of malicious actors. By

integrating secure versions of applications devoid of known vulnerabilities into the honeypot

configuration, the probability of discovering zero-day exploits, which are not yet publicly known

but are being actively employed in attacks, is increased. The configuration of our honeypot,

which is inspired by a Capture the Flag game featuring multiple tiers of difficulty, is inten-

tionally crafted to evaluate the competence of attackers. This guarantees that the honeypot

is both easily observable and sufficiently difficult to distinguish automated tools from human

intervention in the event of an attack. The statistics and information extracted from these

captured attacks have proven to be of immense value. Predictively, we intend to improve

the honeypot in order to enable a greater number of human interactions, thus accumulating

a more comprehensive dataset for analysis. By basing the honeypot on a widely used web

application that is consistently targeted by malicious actors, we guarantee a substantial level

of user involvement. Furthermore, it is our intention to incorporate a number of enhance-

ments into the system. To begin, we shall present a variety of exploration paths that leverage

information on vulnerabilities derived from the Top 10 Web Application Security Risks. Our

objective is to reveal unprecedented hacking techniques. Secondly, our objective is to establish

pathways that provide enhanced interaction opportunities, such as shell access, for potential

attackers. By implementing this configuration, we will have the capacity to utilize specialized

surveillance tools in order to closely observe their activities, thereby gaining more profound

understanding of their methodologies. These improvements are vital in advancing our com-

prehension of the actions of attackers and will provide valuable insights for the creation of

subsequent generations of sophisticated honeypots.

The third study, ”What are the Latest Cybersecurity Trends? A Case Study Grounded in

Language Models”, presents a novel automated pipeline that utilizes the most recent ad-

vancements in natural language processing (NLP) technologies to process cybersecurity news

articles. By employing RoBERTa, a Transformer-based language model, this pipeline generates

embeddings of the articles that are contextualized. Before they are clustered, these embed-

dings are reduced in dimension. The most effective clustering method was determined to be

the combination of Hierarchical Density-Based Spatial Clustering of Applications with Noise

(HDBSCAN) and UMAP (Uniform Manifold Approximation and Projection). This methodol-
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ogy not only facilitates the efficient clustering of articles but also permits the extraction and

comprehensive analysis of the most significant keywords from each cluster. The present stage

of the undertaking lays the foundation for a number of ambitious improvements in the fu-

ture. The development of a system to generate notifications regarding potential cybersecurity

threats comes first. The topics extracted by the model will inform the development of these

notifications, which will be customized specifically for software applications running on user

devices. Additionally, there are intentions to develop a specialized interface. By delivering daily

updates on pertinent subjects and showcasing the most recent developments in cybersecurity,

this interface will serve as a very useful tool for users seeking to remain well-informed. Finally,

there is a goal to augment the corpus through the integration of supplementary sources. By

adopting this approach, the clustering process can be considerably improved; by incorporating

a more diverse array of topics into the analysis, the quantity of outliers can be diminished,

resulting in more precise and all-encompassing observations of the cybersecurity environment.

The study titled ”Analysis of Emergent Vulnerability Trends in Cybersecurity News” ultimately

presents a groundbreaking system that automates the surveillance of cybersecurity news in

search of emergent threats. This innovation signifies a substantial progression within the do-

main of cybersecurity analysis. By utilizing advanced Transformer-based models as its founda-

tion, this system effectively reduces the laborious process of manually reviewing cybersecurity

news. The main purpose of this system is to improve the prioritization of software vulnerability

patching through the identification of emerging and current threats. In order to accomplish

this, an extensive dataset was compiled and applied to refine these Transformer-based models

through the exploration of diverse configurations and architectures. The system’s integrated

infrastructure demonstrates proficiency in retrieving articles, eliminating extraneous content,

extracting relevant data, and subsequently constructing clusters centered on detected soft-

ware vulnerabilities. Following this, security analysts are presented with these clusters, which

substantially streamlines the procedure of cybersecurity news analysis. The accuracy score of

the classification model that has been implemented within the system is quite remarkable at

0.91. Notwithstanding these developments, certain aspects have been identified that require

further enhancement. An example of such an area is the enhancement of the article clustering

procedure, which is at present rated poorly by Silhouette. This suggests that the clusters

lack sufficient separation and have a tendency to converge, thereby reducing the clustering

algorithm’s effectiveness. Furthermore, it is imperative to improve the process of extract-

ing comprehensive information from articles that are considered pertinent by the classification

model. A way for surmounting this obstacle is through the construction of a sequence labeling

model. The aforementioned model possesses the ability to extricate precise and comprehensive

data pertaining to cybersecurity vulnerabilities, including but not limited to CVEs (Common

Vulnerabilities and Exposures), attack vectors, and various categories of cyber vulnerabilities.

By incorporating this model into the system, the profundity and accuracy of information ex-

traction could be substantially enhanced, thereby bolstering the system’s capacity to detect

and assess cybersecurity threats.

By virtue of their compilation, these studies not only substantiate the efficacy of novel method-
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ologies in cybersecurity but also establish the foundation for subsequent progressions. By in-

corporating honeypots, natural language processing (NLP) methods, and automated pipelines,

an organization can adopt a strategic stance in response to the constantly changing cyberse-

curity challenges.
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4 PROACTIVE CYBER DEFENSE - VULNERABILITIES MANAGE-

MENT AND REMEDIATION EFFORT PRIORITIZATION

This component of the PhD study has as its central objective the development of a vulnerability

and remediation quantification system that can be used in prioritizing cybersecurity team

tasks. Furthermore, the development has had a profound impact on issues pertaining to

security and privacy [297]. In order to reduce costs and accommodate physical operating

conditions, the IoT is subject to inherent technological and market constraints, such as limited

storage and processing capabilities in devices like sensors, despite its rapid expansion. Due

to the reliance on batteries, these constraints, in conjunction with the critical need for real-

time processing and energy efficiency, contribute to the insufficiency of security measures in

numerous IoT systems. This has resulted in a decline in consumer and business confidence,

which is exacerbated by the industry’s inability to convincingly resolve these security concerns.

Empirical investigations into the security challenges of the Internet of Things underscore the

critical nature of developing novel solutions in this rapidly progressing domain.

”CODA Footprint Continuous Security Management Platform” is the title of the initial article.

This platform functions as an all-encompassing resolution for the immediate examination and

evaluation of the critical services of an organization. In pursuit of guaranteeing the uninter-

rupted functioning and protection of critical services, it tackles the intricacy introduced by the

proliferation of cloud services, the integration of various devices, and bring-your-own-device

(BYOD) policies. The platform represents a substantial advancement in the management

of the complex cybersecurity requirements of contemporary organizations, particularly with

regard to the Internet of Things.

”Analyzing Risk Evaluation Frameworks and Risk Assessment Methods” is the subject of the

following article. In light of the escalating prevalence of cyber-attacks and vulnerabilities

in the digital realm, this article emphasizes the escalating significance of cyber insurance.

This paper addresses the difficulties encountered by security engineers when attempting to

quantify the monetary consequences of intrusions and evaluate the level of risk exposure

that an organization is exposed to. The research emphasizes the necessity for enhanced risk

assessment frameworks in various sectors such as the Internet of Things (IoT), urging for

improvements in both academic and corporate protocols.

”Why IoT Security Is Failing – The Need for a Test-Driven Security Approach” is the title of

our third article, which provides a more comprehensive analysis of cybersecurity. This study

provides a in-depth investigation of the security susceptibilities inherent in the Internet of

Things (IoT) ecosystem. A test-driven security framework is suggested as a means to oversee

and conduct security testing on Internet of Things (IoT) applications at every stage of their
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development. This methodology is regarded as an essential instrument in addressing nascent

cyber risks that are specific to the Internet of Things, underscoring the need for ongoing and

stringent security evaluations in IoT settings.

Furthermore, the article ”Probability and Attack Graph Models in Contextual Risk Scoring

System” presents an all-encompassing software solution that employs attack graph models

and probability-based methodologies to manage and quantify risk in computer networks. By

generating a network score, which serves as a quantitative indicator of network risk exposure,

it demonstrates a dependable and effective approach to evaluating the security of computer

networks. This method is essential in today’s interconnected digital world, as it provides a

flexible approach to cybersecurity in a variety of environments. Its importance is emphasized

by the increasing intricacy of networks and the worldwide obstacle of safeguarding digital

assets against advanced threats.

Finally, the paper ”Contextual Remediations Prioritization System Designed to Implement

Theoretical Principles of CVSS v4” proposes a novel way to prioritize cyber vulnerabilities in

an era of rapid technological advancement and complex device interconnectivity. The rapid

expansion of the digital ecosystem often leads to poor or insufficient settings, creating cyber

infrastructure vulnerabilities. The essential issue of vulnerabilities prioritizing in Vulnerabil-

ity Risk Management (VRM) remains a concern. This study provides a novel solution that

aligns with CVSS v4’s new features, the present method utilizing dynamic scoring and con-

textual vulnerability information to prioritize remediations more effectively. In an increasingly

susceptible digital economy, this is essential for cyber infrastructure security and resilience.

In brief, the aforementioned four articles collectively tackle the complex issues surrounding se-

curity, in vulnerability prioritization as well as in IoT ecosystems, introducing novel approaches

and frameworks that bolster the resilience and security of IoT environments. By implementing

test-driven security approaches, contextual risk scoring, and continuous security management

and risk evaluation, these contributions provide vital insights into the ever-expanding IoT

landscape’s security.

4.1 Takeaway

The third contribution within the empirical studies section of the thesis provides a thorough

examination of novel methodologies employed in the field of cybersecurity. It specifically

emphasizes frameworks for risk assessment, contextual risk scoring systems, IoT security, and

ongoing security management.

The research paper titled ”CODA Footprint Continuous Security Management Platform”

presents an innovative centralized platform designed to continuously monitor devices con-

nected to a network. This development signifies a substantial advancement in the field of

cybersecurity for organizations. The fundamental aim of this endeavor is to design and im-

plement a distributed software framework that effectively gathers all pertinent configuration
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information from a wide range of network-connected devices, including but not limited to

virtual machines (VMs), servers, routers, switches, and firewalls. Following transmission to a

central intelligence hub, this information is processed and incorporated into a virtual footprint

to facilitate continuous monitoring. The overarching goal of this research is to substantially

improve the functionalities of the CODA Footprint security platform in the near future. The

proposed improvements entail the consolidation of three significant modules. The establish-

ment of agent-based local auditing systems constitutes the initial step. These systems will

conduct an extensive investigation of the internal network, generating an automated topology

that comprehensively depicts the network environment. The objective of the second module

is to enhance the network analysis functionalities of the platform by providing a more detailed

and all-encompassing perspective of the network’s configuration and functioning. Finally, the

third module, which presents the most innovative features, is self-reactive, performing intelli-

gent decisions. By employing a combination of real-time and historical data, this module will

possess the ability to independently respond to events and arrive at well-informed decisions. It

is anticipated that the incorporation of these modules will significantly enhance the platform’s

efficacy in safeguarding organizational infrastructures from threats, thereby offering a more

resilient and adaptable methodology to cybersecurity administration.

The research article titled ”Analyzing Risk Evaluation Frameworks and Risk Assessment Meth-

ods” provides a comprehensive analysis of several cybersecurity frameworks, including STIX,

XCCDF, OVAL, SCAP, and MAEC. The research highlights the importance of standardization

in these frameworks, casting doubt on the purpose of multiple formats if a universally under-

standable language for security specialists and machines is the ultimate objective. Addition-

ally, the research investigates methods of forecasting which vulnerabilities will be exploited

as opposed to those that will remain unexploited. It suggests that a more comprehensive

comprehension of the progressive inclinations and methodologies of hackers could be obtained

through the examination of historical data, specifically by investigating the provenance of sig-

nificant assaults that were hitherto undisclosed. To identify patterns, this methodology would

entail conducting an exhaustive examination of Twitter feeds, historical news, and timelines

depicting renowned assaults. The study also emphasizes the significance of understanding the

manner in which hazards spread throughout a network. In light of the multitude of devices that

utilize the identical infrastructure and, consequently, the identical vulnerabilities, the research

inquiry concerns the most appropriate formula for converting risk into a numeric value. Under-

standing the correlation between vulnerabilities and the financial repercussions for businesses

is an additional financial aspect of this issue, given that businesses are frequently reluctant to

disclose information regarding intrusions. Historical data on breaches and losses, particularly

those involving renowned brands and significant assaults, may offer valuable insights, accord-

ing to the study, which capitalizes on the media’s propensity to reveal information, sometimes

against the will of the entities involved. An aspect that is frequently disregarded, according

to the research, is the human element in cybersecurity. Subsequent research is recommended

to monitor a variety of news channels, Twitter feeds, and most significantly, the dark web.

Emerging vulnerabilities and zero-day exploits, including those that are traded on the illicit
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market, may be discovered through this monitoring. The objective of this research is to devise

countermeasures and strategies to potential cyber activities through the acquisition of knowl-

edge regarding the resources and technologies they employ. The importance of a multifaceted

comprehension of cybersecurity, which takes into account the technical and human factors

that influence the dynamics of cyber threats, is emphasized by this exhaustive approach.

Following this, the article titled ”Why IoT Security is Failing: The Need for a Test Driven

Security Approach” undertakes a critical analysis of the present condition of security in the

realm of Internet of Things (IoT) and puts forth an innovative resolution to bolster safe-

guards in this swiftly progressing sector. The primary objective of the Dynamic IoT-System

Security Testing (DISST) model is to mitigate the manifold risks and susceptibilities that are

intrinsic to a wide range of IoT environments. The importance of a continuous monitoring

system that can evaluate the entire infrastructure of IoT applications on a periodic basis

throughout their development lifecycle is emphasized in this model. The study emphasizes

the unavoidability of security concerns and vulnerabilities in the Internet of Things (IoT) as

a result of the vast quantity of interconnected devices, the intricacy of systems, and the va-

riety of devices, applications, services, and protocols. It highlights the challenge associated

with incident detection and proposes approaches such as monitoring network communications,

analyzing activity records, conducting penetration tests, and engaging in ethical hacking to

uncover weaknesses and effectively address incidents. The research emphasizes the critical

obligation of IoT providers to create more secure devices and uphold their security. It argues

that ”Security by Design” is a crucial concept for mitigating multiple security challenges in

the Internet of Things. The DISST model is proposed as an auxiliary instrument to ongoing

research and development endeavors, facilitating the identification of security vulnerabilities

and weaknesses throughout the entire development cycle, without impeding the implemen-

tation or technological strategy. Furthermore, it is possible to incorporate this model with

frameworks such as Anastasia in order to train the capabilities of Intrusion Detection Systems

(IDS) and Extended Security Information and Event Management (XL-SIEM) in identifying

and addressing particular attack patterns, or to optimize policies. In anticipation of future

developments, the research highlights the necessity of augmenting the DISST model to encom-

pass a wide range of protocols spanning multiple network stack tiers, as well as to incorporate

diverse industries and numerous categories of IoT devices. Furthermore, considerable empha-

sis is placed on allocating resources towards machine learning initiatives in order to develop

a more sophisticated system that can generate security test cases autonomously. The incor-

poration and growth of sophisticated technologies are essential for the development of IoT

security, guaranteeing that it remains abreast of the escalating intricacy and magnitude of IoT

infrastructures as well as the ever-changing realm of cybersecurity risks.

Furthermore, the research article titled ”Probability and Attack Graph Models in Contextual

Risk Scoring System” introduces a novel approach that combines modeling, prioritization,

data collection, selection, and aggregation in order to calculate risk scores for network secu-

rity. This endeavor implements an all-encompassing strategy for assessing risk by combining

probability-based and attack graph models. The term ”risk score”, as it is defined in this
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research, can be interpreted in various ways, including the probability of system attacks, the

severity of particular vulnerabilities, and the percentage of noncompliance. These calculations

are carried out utilizing a combination of experimental and mathematical models that are sub-

stantiated by established theoretical foundations. Notwithstanding the successful attainment

of its principal aims, the study recognizes the obstacles encountered in ascertaining the ef-

fectiveness and precision of the suggested resolution. The aforementioned challenge emerges

as a result of the cybersecurity domain’s swift evolution and the predominantly empirical

construction of assessment models. Despite the standardization efforts of the Security Con-

tent Automation Protocol (SCAP) and other community initiatives, the accurate assessment

of system risks continues to be a source of ambiguity. Nevertheless, the research furnishes

dependable data and outcomes, presenting a versatile framework capable of accommodating

present and forthcoming network security demands by integrating cutting-edge concepts and

perpetually refining APIs. The initiative distinguishes itself from current solutions through its

all-encompassing methodology for aggregating and evaluating data in order to conduct risk

analysis. In addition to utilizing a probabilistic model to evaluate diverse categories of data in

context, it emphasizes data standardization for uniform risk evaluation metrics. In addition,

the study underscores the significance of process prioritization and business type consideration

when developing a risk calculation framework that can be modified to accommodate distinct

organizational activities and security objectives. This research emphasizes the intricacy of

network evaluation, recognizing that the utilization of experimental data prevents the inclu-

sion of all facets by a single method. Nevertheless, it posits that an approach that integrates

concrete elements, mathematical concepts, statistical methodologies, and community security

benchmarks may produce approximative outcomes. The aforementioned findings play a crucial

role in averting system failures, financial losses, and data corruption, thereby augmenting the

overall efficacy of network security approaches. Further investigation is warranted to enhance

the risk calculation model in order to more accurately represent the ever-changing landscape

of network security. This enhancement will integrate statistical methodologies and conform

to community security benchmarks in order to formulate prevention strategies that are more

accurate and proactive.

Finally, the main goal of the paper entitled ”Contextual Remediations Prioritization System

Designed to Implement Theoretical Principles of CVSS v4” is to find a solution for prioritizing

vulnerabilities’ remediation designed for implementation of certain missing fundamentals of

CVSS V4. The goal was achieved by implementing a solution grounded in combining multiple

types of knowledge in modeling a risk calculation system. To achieve this, we drilled down

into CVSS solutions and leveraged data collected from an intelligent agent system and from

the Yggdrasil Threat Intelligence Service. Based on these data, we succeeded in creating three

indicators used in the vulnerability’s score computation: static, dynamic, and contextual. As

Jung et al. [366] concluded, there are also some limitations because it is hard to evaluate a new

proposal as we need a structure and certain standards to compare different approaches and

extract future improvements. What sets this project apart from other established solutions is

the incorporation of numerous data types that were purposefully selected for risk assessment,
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in addition to evaluating them using a probabilistic model within the given context. An

additional benefit of our solution pertains to the standardization of data, which enables the

integration of said data through the utilization of consistent risk evaluation parameters. In this

paper, we have presented a fundamental risk calculation model. Nevertheless, the ranking of

security aspects may be modified in conformity with the specific activities of the organization,

according to a structure with distinct levels of importance. This project highlights the fact that

evaluating a network is a complex activity that cannot be fully captured by a single method, as

it is dependent on a multitude of results obtained from empirical data. However, by utilizing

a methodology that combines concrete elements and mathematical principles with statistical

approaches and industry security norms, it is possible to obtain approximative outcomes that

assist in mitigating the risks associated with data corruption, monetary depletion, or system

shutdowns.

As a whole, these studies emphasize the significance of ongoing innovation in the field of

cybersecurity, highlighting the necessity for comprehensive and adaptable strategies to tackle

the ever-changing and intricate characteristics of cyber threats. By incorporating sophisticated

monitoring systems, frameworks for risk assessment, and test-driven security methodologies

into these initiatives, a more robust and secure digital infrastructure is established.
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5 CONCLUSIONS

5.1 Personal Contributions

In the constantly changing and dynamic field of cybersecurity, the identification of vulnerabil-

ities in a timely and efficient manner is critical. The initial contribution of this study, entitled

”Early Vulnerability Exposure”, explores novel approaches and systems that seek to transform

the process of detecting and controlling cybersecurity vulnerabilities right from their incipient

stages. This section of the research comprises a collection of sophisticated studies that, by

combining the most recent developments in machine learning and natural language processing

(NLP), explore uncharted territories in vulnerability detection. Every individual study included

in this contribution not only tackles the issue of effectively managing the ever-growing quantity

of cybersecurity threats, but also presents distinct viewpoints and methodologies to improve

the effectiveness and precision of vulnerability assessment. The aforementioned introduction

establishes the foundation for an exhaustive examination of these studies, emphasizing their

collective and individual importance within the wider framework of cybersecurity.

• The ”Security News Aggregator” introduces a substantial advancement towards the es-

tablishment of a framework that can effectively sift and rank critical security news. This

application is designed to handle the administration of a substantial amount of daily cy-

bersecurity data, with an emphasis on zero-day threats, newly discovered vulnerabilities,

and critical patches.

• ”Early Detection of Vulnerabilities from News Websites Using Machine Learning Mod-

els” establishes a model to identify emergent cybernetic vulnerabilities in news articles,

thereby extending this trajectory. The accuracy of this model, which employs Support

Vector Machines, Multinomial Näıve Bayes classifiers, and a fine-tuned BERT model, is

exceptionally high. This result validates the effectiveness of natural language processing

(NLP) in the early detection of vulnerabilities.

• ”Yggdrasil – A CSCL System for the Early Detection of Cybernetic Vulnerabilities”

presents a collaborative learning in a cybersecurity-enhanced automated system for iden-

tifying threats from tweets (messages posted on the Twitter platform). By utilizing the

BERT language model to analyze tweets that are connected to cybersecurity articles,

this system demonstrates remarkable accuracy, thereby highlighting the potential of

transfer learning in this field.

• The approach referred to as ”Severity Prediction of Software Vulnerabilities based on

their Text Description” redirects attention towards the anticipation of vulnerability sever-

ity. By employing a deep learning methodology and a Multi-Task Learning framework

incorporating a pre-trained BERT model, this research successfully forecasts severity
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scores based solely on textual descriptions of vulnerabilities with remarkable accuracy.

• A novel methodology is proposed in the article ”Extracting Exploits and Attack Vectors

from Cybersecurity News using NLP” to label articles pertaining to vulnerabilities and

cyberattacks automatically. By employing Named Entity Recognition, this research effi-

ciently extracts and classifies critical data pertaining to newly discovered vulnerabilities,

thereby augmenting comprehension of attack vectors and exploits.

• The paper ”CVE2ATT&CK: BERT-Based Mapping of CVEs to MITRE ATT&CK Tech-

niques” tackles the issue of correlating CVEs with attack methodologies. By utilizing

MITRE ATT&CK techniques to annotate critical vulnerabilities (CVEs) and developing

models, including language models based on BERT, this effort has successfully auto-

mated the establishment of these vital connections.

In the diverse realm of cybersecurity, the comprehension and evaluation of risks are very im-

portant in order to protect vital IT infrastructures. The subsequent contribution, entitled

”Vulnerability and Attack Tactics Trends”, investigates novel methodologies for identifying

and controlling cybersecurity threats. This segment encompasses a collection of research ar-

ticles that thoroughly examine the intricacies of cyber-attacks, the application of honeypots

and honeytokens, and the evaluation of cybersecurity trends. The primary objective of every

study is to augment comprehension regarding attack methodologies and to devise sophisti-

cated systems that can identify and alleviate cyber threats. Through the implementation of

advanced technologies and analytical approaches, these research endeavors make substantial

contributions to the domain of cybersecurity by presenting novel perspectives on the actions

of malicious actors and the progression of cyber hazards. This introductory section provides

a comprehensive outline of the aforementioned studies, establishing the framework for an in-

depth examination of their approaches, results, and ramifications within the wider domain of

cybersecurity risk assessment.

• The research paper titled ”HUNT: Using Honeytokens to Understand and Influence the

Execution of an Attack” presents a novel intrusion detection system that makes use

of honeypots and honeytokens. This system demonstrates proficiency in differentiating

between broad-scale, aimless assaults, and more specific, targeted perils. The research

endeavours to classify assaults, comprehend the motivations of attackers, collect forensic

evidence, and ultimately eradicate the menace by constructing enticement-laden traps.

By deploying interconnected honeytokens, each possessing a unique level of exploitation

difficulty, an exhaustive scenario can be created to assess the capabilities of an attacker.

• The objective of ”Web Application Honeypot Published in the Wild” is to develop

an intelligent system capable of identifying cyber-attacks and gaining knowledge of

penetration techniques. As part of this cybernetic infrastructure-integrated system,

honeypots resembling ”Capture the Flag” challenges are constructed. Insights into

the behavior of attackers are provided by the study’s findings, which are based on

observations of both automated and human interactions with the honeypot during its

two-month deployment on the internet.
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• ”What Are the Latest Cybersecurity Trends? A Case Study Grounded in Language

Models” identifies major trends in security news through the use of Natural Language

Processing, more specifically the RoBERTa language model. The research groups ar-

ticles into clusters by analyzing 2264 articles using text embeddings, dimensionality

reduction, and topic clustering. This approach facilitates an assessment of the progres-

sion and significance of diverse cybersecurity trends.

• The original contribution of ”Analysis of Emergent Vulnerability Trends in Cybersecurity

News” is to provide assistance in the prioritization of software upgrading through the

examination of vulnerability trends. This investigation presents an extensive collection

of cybersecurity news articles that have been painstakingly annotated, followed by em-

ploying Transformer architectures in their processing. Utilizing clustering techniques,

the refined models categorize articles as pertinent or inconsequential and uncover pat-

terns pertaining to software vendor exposure. The integration of this system facilitates

the daily research and investigation efforts of cybersecurity analysts.

In an age characterized by the proliferation and escalating sophistication of cybersecurity

threats, proactive defense strategies are critical. ”Proactive Cyber Defense - Vulnerabilities

Management and Remediation Effort Prioritization”, the third contribution of this research,

centers on the advancement and deployment of sophisticated systems and methodologies de-

signed to efficiently oversee and alleviate cybersecurity vulnerabilities. This segment comprises

research that examines the complexities of contemporary data infrastructures, the obstacles

presented by the Internet of Things (IoT), and the nuances of risk evaluation in the field of

cybersecurity. These studies seek to improve the capacity of cybersecurity professionals to

proactively detect and resolve vulnerabilities through the development of novel frameworks

and models. As a result, the security posture of organizations is strengthened. The afore-

mentioned introduction establishes the groundwork for a comprehensive examination of these

studies, emphasizing their contributions to a more proactive and knowledgeable strategy con-

cerning cybersecurity.

• The ”CODA Footprint Continuous Security Management Platform” presents an all-

encompassing resolution for the real-time auditing and analysis of a company’s critical

services. This platform is intended to guarantee that the essential services of the orga-

nization are sufficiently safeguarded and that the information security defenses remain

operational continuously. It tackles the difficulties presented by the proliferation of cloud

services, the incorporation of diverse device types, and policies such as ”bring your own

device” (BYOD), all of which have substantially amplified the intricacy of cybersecurity

administration.

• The article ”Analyzing Risk Evaluation Frameworks and Risk Assessment Methods” dis-

cusses the escalating significance of cyber insurance as the number of cyber-attacks,

vulnerabilities, and data exposures continues to rise. The research emphasizes the obsta-

cles that security engineers encounter when attempting to quantify the financial impact

of cyberattacks and the complexities they encounter when evaluating the risk exposure
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of their organizations. This study highlights the necessity for enhanced methodologies

to be implemented in the business and academic spheres.

• ”Why IoT Security Is Failing. The Need for a Test Driven Security Approach” explores

the security risks and complexities that are inherent in the Internet of Things (IoT) in

its swift evolution. The study presents a framework for monitoring and security testing

Internet of Things (IoT) applications. It supports the use of a test-driven methodology

to assess security throughout the entire development lifecycle. Using this strategy, we

hope to combat the novel forms of cyberattacks that are emerging in the IoT ecosystem.

• The software solution proposed in the ”Probability and Attack Graph Models in Contex-

tual Risk Scoring System” study is an all-encompassing approach to risk management

and quantification in computer networks. This solution comprises novel approaches for

collecting, processing, and evaluating data from network devices utilizing attack graph

models and probability-based models. A network score is generated as a quantitative

assessor of the network’s risk exposure; it provides a reliable and efficient method for

evaluating the security of computer networks.

• The research presented in ”Contextual Remediations Prioritization System Designed to

Implement Theoretical Principles of CVSS v4” introduces a novel approach for priori-

tizing vulnerabilities in cyber infrastructures, developed to address the challenges of the

new CVSS v4 version. This method leverages dynamic scoring and contextual informa-

tion, aiming for a more effective prioritization strategy. It responds to the inadequacies

of current Vulnerability Risk Management solutions, promising enhanced security by

accurately identifying and addressing vulnerabilities.

The first contribution, titled ”Early Vulnerability Exposure”, encompasses a comprehensive

and multifaceted methodology towards cybersecurity, with a particular focus on the strategic

management and timely identification of vulnerabilities. By means of a sequence of pioneer-

ing investigations, this study not only augments the existing comprehension of vulnerability

detection and management but also establishes a foundation for forthcoming progressions in

the domain. The incorporation of sophisticated machine learning methodologies, particularly

NLP and BERT models, represents a substantial progression in the effective management of

cybersecurity risks. As a group, these studies provide cybersecurity practitioners with invalu-

able insights and tools that facilitate a more informed and proactive approach to the ever

more complex and frequent cybersecurity challenges. The results and approaches outlined

in this contribution are positioned to generate a consistent improvement leading to a more

secure digital space.

The second contribution, titled ”Vulnerability and Attack Tactics Trends”, provides a holistic

framework for comprehending and controlling cybersecurity risks. By conducting an exten-

sive body of research, this study contributes to the advancement of knowledge regarding the

methodologies employed in cyber-attacks and presents novel approaches to identify and mit-

igate risks. The utilization of cutting-edge technologies, including honeytokens, honeypots,

and sophisticated language models, proves the capability of these instruments to differenti-

ate among a multitude of cyber threats. The insights derived from these studies not only
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augment the body of theoretical knowledge in the domain but also furnish cybersecurity pro-

fessionals with practical tools and systems. The aforementioned discoveries play a crucial role

in the formulation of risk assessment methodologies, facilitating a more knowledgeable and

efficient reaction to cybersecurity obstacles. In general, the contribution makes a substantial

stride forward in the comprehension of cybersecurity risks and the creation of instruments that

efficiently mitigate these risks.

The third contribution, titled ”Proactive Cyber Defense - Vulnerabilities Management and

Remediation Effort Prioritization”, signifies a substantial advancement in the domain of cy-

bersecurity. This statement embodies a proactive methodology for overseeing and reducing

cybersecurity risks, focusing specifically on emerging obstacles like IoT security and the intri-

cacies of contemporary IT infrastructures. The research articles contained in this contribution

present novel frameworks and solutions that aid cybersecurity practitioners in the identifica-

tion, evaluation, and prioritization of vulnerabilities. The incorporation of these methodologies

represents a significant progression in cybersecurity protocols, redirecting attention from re-

active to proactive approaches. This contribution not only enhances the existing theoretical

comprehension of vulnerability management but also provides organizations with practical

tools and methodologies to enhance their overall cybersecurity posture. The findings and

frameworks established through this investigation play a crucial role in directing the trajectory

of cybersecurity in the future, underscoring the need for a comprehensive and progressive

strategy in the management of digital threats.

5.2 Directions for Future Research

As of the present moment, there is an indisputable fascination surrounding language models in

the domain of cybersecurity, which signifies an emerging area of research ripe for exploration.

As we reflect on the course of forthcoming investigations, our vision comprises a sequence of

ambitious yet achievable goals that seek to enhance our comprehension and capacities in this

pivotal field.

Regarding our initial contribution, we suggest a novel methodology that entails performing

fresh experiments utilizing the most recent language models to surface in the field. This

entails training cutting-edge models for predicting severity, with a particular emphasis on the

Common Vulnerabilities and Exposures that have been publicly disclosed since 2022. Also, the

importance of staying informed of cybersecurity developments cannot be overstated, especially

those that emerge from the shadowy domains of the Dark Web. In pursuit of our objective,

we intend to conduct a series of experiments utilizing the LLM and T5 architectures on a

recently assembled CVE-Mitre ATT&CK mappings dataset that contains more than 10,000

entries. The enhancement of our present dataset will require the careful inclusion of relevant

details for every entry, including comprehensive articles that explain the properties of each

Common Vulnerability Exposure and the Common Weakness Enumeration. This will result in

a substantial improvement in the training effectiveness of the model.
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The subsequent contribution emphasizes the pragmatic implementation of our research in

tangible, real-life contexts. This involves the implementation of a honeypot, which is carefully

crafted to simulate an authentic application, thus providing significant visibility into possible

cybersecurity risks. We propose that in our pursuit of thorough coverage of cybersecurity

advancements, we should incorporate information from a variety of news sources. This will

enhance our knowledge base and cultivate a more sophisticated comprehension of emergent

threats. Key to our proposed approach is the utilization of named entity recognition methods

to extract pertinent entities from the data, including the versions of the software that have

been compromised, the vulnerability severity, and the secure versions. The knowledge acquired

from this procedure will be essential in improving the correspondence between secure and

vulnerable software versions within the CODA Footprint agent system, thereby bolstering the

security posture as a whole.

Our third contribution aims to fundamentally transform how cybersecurity hazards are evalu-

ated and ranked. Through the utilization of the Contextual Risk Scoring System, we intend

to implement a probability-driven methodology that will enhance our ability to rank attack

scenarios in order of importance. Further enhancing this undertaking will be the integration of

scan outcomes generated by recently developed agents tailored for the Linux and MacOS oper-

ating systems. The remediation endeavor component will require the Remediations Workflow

System to undergo an ongoing cycle of testing and analysis. Additionally, by capitalizing on

the extensive collection of more than three million identified applications, we are dedicated to

build an NLP model that can forecast the Common Platform Enumeration (CPE) by analyzing

the varied application formats. The prioritization system will be enhanced by incorporating

data from the CVE - Mitre ATT&CK mappings into this initiative, thus revealing potentially

hazardous attack scenarios that require immediate attention. Finally, a comprehensive exam-

ination of kill chain assaults, integrating insights from Adversarial Tactics, Techniques, and

Common Knowledge as well as the Contextual Risk Scoring System, will establish a funda-

mental basis for a cybersecurity framework that is more robust and adaptable.

Employing these concerted efforts, our dual objective is to broaden the boundaries of cyber-

security investigation and establish a more robust digital landscape.
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[36] F. Mayorga, J. Vargas, E. Álvarez, and H. D. Martinez, “Honeypot network configu-

ration through cyberattack patterns,” in 2019 International Conference on Information

Systems and Computer Science (INCISCOS), 2019, pp. 150–155.

[37] R. Colbaugh and K. Glass, “Proactive defense for evolving cyber threats,” in Proceedings

of 2011 IEEE International Conference on Intelligence and Security Informatics. IEEE,

7 2011.

[38] A. Marotta and M. McShane, “Integrating a Proactive Technique Into a Holistic Cyber

Risk Management Approach,” Risk Management and Insurance Review, vol. 21, no. 3,

pp. 435–452, 12 2018.

[39] P. Katsumata, J. Hemenway, and W. Gavins, “Cybersecurity risk management,” in 2010

- MILCOM 2010 MILITARY COMMUNICATIONS CONFERENCE. IEEE, 10 2010.

[40] K.-J. Huang and K.-H. Chiang, “Toward a Self-Adaptive Cyberdefense Framework in

Organization,” SAGE Open, vol. 11, no. 1, p. 215824402098885, 1 2021.

[41] A. S. Makaryan and M. M. Putyato, “Conceptual Approach to the Implementation of

the Proactive Defense Subsystem of the Operational Cybersecurity Center,” in 2021

XXIV International Conference on Soft Computing and Measurements (SCM). IEEE,

may 26 2021.

[42] K. G. Crowther, Y. Y. Haimes, and M. E. Johnson, “Principles for Better Informa-

tion Security through More Accurate, Transparent Risk Scoring,” Journal of Homeland

Security and Emergency Management, vol. 7, no. 1, jan 11 2010.

[43] Humza Naseer, Atif Ahmad, S. Maynard, and G. Shanks, “Cybersecurity Risk Manage-

ment Using Analytics: A Dynamic Capabilities Approach,” International Conference on

Interaction Sciences, 2018.

32

https://doi.org/10.1145/2491845.2491871


[44] Y. Badr, F. Biennier, and S. Tata, “The Integration of Corporate Security Strategies in

Collaborative Business Processes,” IEEE Transactions on Services Computing, vol. 4,

no. 3, pp. 243–254, 7 2011.

[45] S. Cho, I. Han, H. Jeong, J. Kim, S. Koo, H. Oh, and M. Park, “Cyber kill chain

based threat taxonomy and its application on cyber common operational picture,” in

2018 International Conference On Cyber Situational Awareness, Data Analytics And

Assessment (Cyber SA). IEEE, 2018, pp. 1–8.
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[141] Á. Lédeczi, M. MarÓti, H. Zare, B. Yett, N. Hutchins, B. Broll, P. Völgyesi, M. B.

Smith, T. Darrah, M. Metelko et al., “Teaching cybersecurity with networked robots,”

in Proceedings of the 50th ACM Technical Symposium on Computer Science Education,

2019, pp. 885–891.

[142] G. Stahl, T. D. Koschmann, and D. D. Suthers, Computer-supported collaborative

learning. Citeseer, 2006.

[143] Z. Chen and C. Demmans, “Csclrec: Personalized recommendation of forum posts to

support socio-collaborative learning.” International Educational Data Mining Society,

2020.

[144] D. Zimbra, A. Abbasi, D. Zeng, and H. Chen, “The state-of-the-art in twitter sentiment

analysis: A review and benchmark evaluation,” ACM Transactions on Management

Information Systems (TMIS), vol. 9, no. 2, pp. 1–29, 2018.

[145] M. Thelwall, K. Buckley, G. Paltoglou, D. Cai, and A. Kappas, “Sentiment strength

detection in short informal text,” Journal of the American society for information science

and technology, vol. 61, no. 12, pp. 2544–2558, 2010.

[146] M. Neethu and R. Rajasree, “Sentiment analysis in twitter using machine learning

techniques,” in 2013 fourth international conference on computing, communications

and networking technologies (ICCCNT). IEEE, 2013, pp. 1–5.

40



[147] A. Severyn and A. Moschitti, “Twitter sentiment analysis with deep convolutional neural

networks,” in Proceedings of the 38th international ACM SIGIR conference on research

and development in information retrieval, 2015, pp. 959–962.

[148] M. Pota, M. Ventura, R. Catelli, and M. Esposito, “An effective bert-based pipeline

for twitter sentiment analysis: A case study in italian,” Sensors, vol. 21, no. 1, p. 133,

2020.

[149] “Sentence transformers, sbert,” HuggingFace, 2022. [Online]. Available: https:

//huggingface.co/sentence-transformers

[150] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel,

P. Prettenhofer, R. Weiss, V. Dubourg et al., “Scikit-learn: Machine learning in python,”

the Journal of machine Learning research, vol. 12, pp. 2825–2830, 2011.

[151] F. Chollet et al., “Keras: The python deep learning library,” Astrophysics source code

library, pp. ascl–1806, 2018.

[152] M. Honnibal, “Spacy 2: Natural language understanding with bloom embeddings, con-

volutional neural networks and incremental parsing, sentometrics research,” Sentomet-

rics Research. Available at: https://sentometrics-research.com, 2017.

[153] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez,  L. Kaiser, and

I. Polosukhin, “Attention is all you need,” Advances in neural information processing

systems, vol. 30, 2017.

[154] A. Wang, A. Singh, J. Michael, F. Hill, O. Levy, and S. R. Bowman, “Glue: A multi-task

benchmark and analysis platform for natural language understanding,” arXiv preprint

arXiv:1804.07461, 2018.

[155] R. Caruana, “Multitask learning: A knowledge-based source of inductive bias1,” in

Proceedings of the Tenth International Conference on Machine Learning. Citeseer,

1993, pp. 41–48.

[156] Z. Han, X. Li, Z. Xing, H. Liu, and Z. Feng, “Learning to predict severity of software

vulnerability using only vulnerability description,” in 2017 IEEE International conference

on software maintenance and evolution (ICSME). IEEE, 2017, pp. 125–136.

[157] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of word represen-

tations in vector space,” arXiv preprint arXiv:1301.3781, 2013.

[158] Y. Kim, “Convolutional neural networks for sentence classification,” arXiv preprint

arXiv:1408.5882, 2014.

[159] “National vulnerability database nvd - data feeds,” National Institute of Standards and

Technology. [Online]. Available: https://nvd.nist.gov/vuln/data-feeds

41

https://huggingface.co/sentence-transformers
https://huggingface.co/sentence-transformers
https://nvd.nist.gov/vuln/data-feeds


[160] J. X. Morris, E. Lifland, J. Y. Yoo, J. Grigsby, D. Jin, and Y. Qi, “Textattack: A

framework for adversarial attacks, data augmentation, and adversarial training in nlp,”

arXiv preprint arXiv:2005.05909, 2020.

[161] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint

arXiv:1412.6980, 2014.

[162] R. Rehurek, “models.word2vec – word2vec embeddings — gensim.” [Online]. Available:

https://radimrehurek.com/gensim/models/word2vec.html

[163] M.-T. Luong, H. Pham, and C. D. Manning, “Effective approaches to attention-based

neural machine translation,” arXiv preprint arXiv:1508.04025, 2015.

[164] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by jointly learning

to align and translate,” arXiv preprint arXiv:1409.0473, 2014.

[165] “Find pre-trained models — kaggle.” [Online]. Available: https://www.kaggle.com/

models?tfhub-redirect=true

[166] I. Turc, M.-W. Chang, K. Lee, and K. Toutanova, “Well-read students learn better:

On the importance of pre-training compact models,” arXiv preprint arXiv:1908.08962,

2019.

[167] Y. Zhu, R. Kiros, R. Zemel, R. Salakhutdinov, R. Urtasun, A. Torralba, and S. Fidler,

“Aligning books and movies: Towards story-like visual explanations by watching movies

and reading books,” in Proceedings of the IEEE international conference on computer

vision, 2015, pp. 19–27.

[168] Barkly, “Study reveals 64% of organizations experienced success-

ful endpoint attack in 2018,” Business Wire, 2018. [On-

line]. Available: https://www.businesswire.com/news/home/20181016005758/en/

Study-Reveals-64-of-Organizations-Experienced-Successful-EndpointAttack-in-2018

[169] A. L. Queiroz, S. Mckeever, and B. Keegan, “Eavesdropping hackers: Detecting soft-

ware vulnerability communication on social media using text mining,” in The Fourth

International Conference on Cyber-Technologies and Cyber-Systems, 2019, pp. 41–48.

[170] S. Trabelsi, H. Plate, A. Abida, M. M. B. Aoun, A. Zouaoui, C. Missaoui, S. Gharbi, and

A. Ayari, “Monitoring software vulnerabilities through social networks analysis,” in 2015

12th International Joint Conference on e-Business and Telecommunications (ICETE),

vol. 4. IEEE, 2015, pp. 236–242.

[171] J. Wei and K. Zou, “Eda: Easy data augmentation techniques for boosting performance

on text classification tasks,” in Conference on Empirical Methods in Natural Language

Processing and the 9th International Joint Conference Natural Language Processing,

Hong Kong, China, 2019, pp. 6381—-6387.

42

https://radimrehurek.com/gensim/models/word2vec.html
https://www.kaggle.com/models?tfhub-redirect=true
https://www.kaggle.com/models?tfhub-redirect=true
https://www.businesswire.com/news/home/20181016005758/en/Stud y-Reveals-64-of-Organizations-Experienced-Successful-EndpointAttack-in-2018
https://www.businesswire.com/news/home/20181016005758/en/Stud y-Reveals-64-of-Organizations-Experienced-Successful-EndpointAttack-in-2018


[172] V. Atliha and D. Šešok, “Text augmentation using bert for image captioning,” Applied

Sciences, vol. 10, no. 17, p. 5978, 2020.

[173] G. Lample, M. Ballesteros, S. Subramanian, K. Kawakami, and C. Dyer, “Neural archi-

tectures for named entity recognition,” in The 2016 Conference of the North American

Chapter of the Association for Computational Linguistics: Human Language Technolo-

gies, San Diego California, USA, 2016, p. 260–270.

[174] X. Wu, S. Lv, L. Zang, J. Han, and S. Hu, “Conditional bert contextual augmentation,”

in Computational Science–ICCS 2019: 19th International Conference, Faro, Portugal,

June 12–14, 2019, Proceedings, Part IV 19. Springer, 2019, pp. 84–95.

[175] B. Y. Lin, F. F. Xu, Z. Luo, and K. Zhu, “Multi-channel bilstm-crf model for emerging

named entity recognition in social media,” in Proceedings of the 3rd Workshop on Noisy

User-generated Text, 2017, pp. 160–165.

[176] Q. Qiu, Z. Xie, L. Wu, L. Tao, and W. Li, “Bilstm-crf for geological named entity

recognition from the geoscience literature,” Earth Science Informatics, vol. 12, pp.

565–579, 2019.

[177] Q. Zhu, X. Li, A. Conesa, and C. Pereira, “Gram-cnn: a deep learning approach with

local context for named entity recognition in biomedical text,” Bioinformatics, vol. 34,

no. 9, pp. 1547–1554, 2018.

[178] “spacy · industrial-strength natural language processing in python.” [Online]. Available:

https://spacy.io/
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