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Abstract	
Nowadays, the utilization of e-Health software systems is becoming increasingly 

prevalent in our daily lives. Whether we are patients, physicians, or collaborators with a 
medical institution, we utilize these systems. These systems enhance medical safety, minimize 
human error, and reduce costs by automating a variety of flows and procedures. 
In order to safeguard against security threats, e-Health systems necessitate robust cybersecurity 
due to their rapid adoption. These sorts of threats have the potential to compromise patient care, 
disrupt healthcare, and compromise data privacy. 

The current thesis investigates software-based solutions for improving the cybersecurity 
resilience of e-Health systems. The thesis investigates and suggests innovative solutions and 
methodologies for effectively mitigating the security threats that impact e-Health cloud 
services. 

The thesis is organized into eight chapters, including an introductory chapter, a state-of-
the-art chapter, five contributions chapters, and a conclusion chapter.  

The initial chapter of the contributions focuses on the enhancement of architecture to 
mitigate security threats. This is accomplished by proposing a new architectural model that is 
based on microservices, which enables the isolation and mitigation of threats without 
compromising the systems functionality. 

The second chapter of the contributions  addresses the enhancement of security for e-
Health systems in terms of authentication mechanisms by leveraging the capabilities of 
smartphones. It introduces an improved authentication mechanism that is based on OAuth 2.0. 

The third chapter of contributions is dedicated to the improvement of the security of 
communication between portable medical devices and e-Health ecosystem services. In order 
to achieve this, a new module called the Personal Medical Hub is proposed. 

The fourth chapter of the contributions is dedicated to the enhancement and investigation 
of communication between cloud services and personal/portable medical devices. The 
objective of this investigation is to optimize energy consumption and guarantee the efficient 
exchange of data between medical devices and smartphones. 

The final contribution chapter introduces a novel security framework that employs the 
device attestation API to protect cloud services, with the goal of reducing the risks associated 
with: Action Tampering, Flooding Attacks, Injection and Payload Attacks, and JSON 
hijacking. 

Software solutions are the foundation of all chapters, which are intended to verify the 
proposed methodologies and frameworks. The thesis serves as a foundation for future research, 
particularly in the field of securing e-Health ecosystems through the deployment of cloud 
features and smartphones. 

 
Keywords: e-Health systems, e-Health security, OAuth 2.0, Attestation API, cross-platform 
frameworks, e-Health microservices, REST services, SafetyNet, Xamarin, patient monitoring, 
authentication, cloud computing. 
  



1.	Introduction	

1.1	Motivation	

e-Health systems have become omnipresent, a part of our daily lives, regardless of 
whether we are ordinary citizens or medical professionals. Taking into consideration the fact 
that we rely on them not only to monitor the state of health, but also to treat diseases or keep 
under control chronic uncurable illnesses, we need to also empower them with the ability to 
face challenges related to security and to be able to guarantee the availability of their 
services. 

Given the continuous advancement of technology, the increasing computing power, the 
growing precision and sophistication of robots, and the ongoing development of artificial 
intelligence (AI) it is expected that e-Health systems will progressively improve and their 
services will become accessible for the general public. 

However, it is important to acknowledge that the development of e-Health systems 
capable of independently treating patients without the need for medical professionals is still an 
unreachable scenario. The medical system, being inherently conservative, and the technology, 
not yet advanced enough, do not currently support such a scenario. Although the robots and 
professional devices used in clinics are moving towards this goal, there is an alarming rise in 
vulnerabilities in the security of the software systems they rely on. These vulnerabilities are 
primarily driven by the excessive consumption of hardware resources and the high cost of the 
necessary hardware. 

This thesis examines different security measures for e-Health systems, focusing on the 
main services and their integrated components like portable devices (e.g., insulin pumps). It 
aims to address security challenges faced by medical professionals and consumers by providing 
practical solutions tested in real-world scenarios. 

 

1.2	Objectives	

This thesis aims to investigate solutions for enhancing the security of e-Health systems. It 
focuses on addressing security issues identified at the core service level, communication level, 
and end consumer level. The proposed solutions for improving the security of e-Health systems 
have undergone testing and validation in real-world scenarios. 

The primary questions that the thesis seeks to address are: 

• How can we take advantage of smartphones to enhance the cybersecurity of e-Health 
systems? 

• How can we improve cybersecurity and resilience of e-Health systems by adopting a 
microservices-based architecture? 

• How can we securely integrate portable medical devices into an e-Health system 
without compromising system cybersecurity? 



1.3	Thesis	Structure	

The present thesis consists of 8 chapters as follows: an introductory chapter, a state of the 
art chapter, 5 chapters of contributions, and a conclusion chapter that outlines the contributions 
of this thesis and presents future work. 

The initial chapter, known as the introduction, seeks to explain and describe the 
motivation behind this thesis. Additionally, it outlines the primary research questions that the 
thesis seeks to address. 

The second chapter discusses the state of the art in e-health systems security. The security 
solutions for the e-health system are divided into the components that are being targeted. 
Therefore, the chapter addresses the following topics: the security and availability of the e-
Health core system, the security of medical devices, the security of medical REST client 
applications, and the global security of the e-Health ecosystem.  

The third chapter corresponds to the guarantee of a high level of availability of e-Health 
services in order to enable the fundamental elements of the system to cope with traffic 
fluctuations. The principal architectural model for the core of the e-Health system is identified 
in the first subchapter, which also presents the impact of COVID-19 disease on the network 
traffic of the e-Health ecosystem. The proposed framework is defined in the second subchapter 
for preventing cybersecurity incidents by using the transition to microservices. Additionally, a 
deployment framework for e-Health systems is specified. 

The fourth chapter pertains to the improvement of security for e-Health systems (in terms 
of authnetification mecanisms) by utilizing the features of smartphones. Initially, a brief 
introduction is provided to introduce the threats that impact cloud services for e-Health. This 
was followed by a classification and discussion of the existing authentication mechanism in 
terms of its security level and user-friendliness. Given this, an assessment of the security 
vulnerabilities and threats associated with OAuth 2.0 was conducted. The primary objective of 
this chapter is to introduce a novel authentication framework that is built on OAuth 2.0. This 
framework utilizes user biometric and geolocation data to fully satisfy the security 
requirements of e-Health systems. 

The fifth chapter of contributions concentrates on the enhancement of the security of 
communication between portable medical devices and e-Health ecosystem services. In order 
to accomplish this, an examination of the security issues that impact mobile medical devices is 
conducted, and a novel module known as the Personal Medical Hub is presented. The Personal 
Medical Hub is designed to protect medical devices from security threats by utilizing a variety 
of models and flows to eliminate vulnerabilities. 

Chapter 6 is dedicated to the investigation and improvement of communication between 
personal/portable medical devices and cloud services. The purpose of this investigation is to 
optimize energy consumption and ensure the efficient exchange of data by analyzing the 
communication technologies between medical devices and smartphones. Concurrently, an 
assessment is made of the influence of cross-platform application development frameworks 
and methodologies on communication performance. The aim of the analysis is to identify a 
solution that allows the software product to be executed on multiple mobile operating systems 
with a single codebase, which decreases security risks while simultaneously maintaining the 
performance of the e-Health ecosystem's components and flows. 



Chapter 7 introduces a novel security framework that utilizes  the device attestation API 
to safeguard cloud services. Initially, a concise overview of the vulnerabilities in cloud e-Health 
systems is provided, followed by an explanation of the operation of device attestation services. 
The chapter's enhancements apply to session management, with the objective of mitigating 
various security threats. 

Chapter 8, which is the final chapter, provides an overview of the thesis. It presents the 
primary conclusions and findings. All of the original contributions, as well as the future 
research work in terms of e-Health ecosystems, are presented in this chapter. Additionally, the 
publications list is presented here. 

 

  



2.	State	of	the	art	 	

The importance of ensuring the security and accessibility of e-Health services has become 
crucial in our current society. Obtaining a robust level of security and ensuring the accessibility 
of e-Health services can be a complex task, conditioned by the operational context and the 
features offered by the systems. In the attempt to make the functionalities reachable to a large 
number of users, the security level and system performance may be rapidly degraded by 
exposing the services in a public, unsupervised environment. Furthermore, the existence of 
traffic fluctuations can lead to errors in the functionalities, causing certain features to become 
unavailable and others features to operate incorrectly. Researchers have proposed multiple 
approaches over time to address challenges and minimize the occurrence of errors in e-Health 
systems. 

The initial focus of this study will be on a set of articles that discuss the security of cloud 
software services designed for use in public environments. This includes the transition from a 
traditional operating environment to a cloud environment. Following this, there will be a review 
based on a selection of articles that aim to secure the devices integrated into e-Health systems. 
This section will cover both device security and the communication between the device and 
the e-Health core services. Lastly, the final section provides an analysis of the security 
enhancements for client-type applications. These applications, which can be mobile, web, or 
desktop applications, have the ability to utilize cloud services.  

2.1	Core	system	security	and	availability		

The issue of ensuring the security and availability of web core applications, whether they 
use a monolithic or decoupled architecture, is extensively discussed in numerous articles of the 
specialized technical literature. 

The core system of an e-Health type system refers to the collection of software modules 
that provide users and client applications with the endpoints and functionalities of the e-Health 
system. 

To initiate a discussion on web core application security, the following hypotheses are 
defined upfront:  

• The web application is harmless and is hosted on a reliable and secure infrastructure. 
The infrastructure consists of the operating system, web server, and interpreter.  

• The attacker has the abilities to manipulate the content or sequence of web requests 
submitted to the web application, but does not have the ability to directly compromise 
the infrastructure or the application code. 

The primary vulnerabilities and methods to attack the web applications, as identified in 
the literature and presented in [1] consist of the following: 

• Input validity; 
• SQL injection; 
• Cross-Site Scripting; 
• State integrity; 



• Logic correctness;  

To mitigate these attacks, many different countermeasures have been developed over time. 
The following section will present the countermeasures specifically designed for each of these 
categories. 

In order to analyze the approaches discussed in literature regarding these attacks, we will 
distinguish between two main priorities that need to be addressed: the input validity property 
and the logic correctness property. 

2.1.1	Input	validity		

To analyze security measures against vulnerabilities related to "input validity" as defined 
in the technical literature, the same methodology classifying system will be used. 
Consequently, the literature provides the following strategies for addressing vulnerabilities 
through the application of the "security by constructions" concept.  

William Robertson and Giovanni Vigna [2] suggest a web application framework that is 
built on a robust typing system. This framework is designed to prevent XSS and SQL injection 
by statically enforcing a separation between the structure and content of web documents and 
database queries generated by a web application.  The framework utilizes type-specific 
sanitization routines that precisely recognize and sanitize various types of user input.  

Stephen Thomas et al. [3] suggest a novel approach that involves applying a prepared 
statement replacement algorithm to mitigate vulnerabilities caused by SQL injections. During 
the evaluations, the proposed solution successfully eliminated 94% of the vulnerabilities that 
were studied. The primary benefit of this solution is that it does not need to be integrated into 
the runtime environment and only needs to be executed once. 

In addition, the literature presents various methods for addressing vulnerabilities through 
the application of "security by validation" principles.  

Table 1 summarizes each methodology examined in the thesis. 

Table 1 
Summary of techniques for input validity 

Method Security by 
construction  

Security by 
verification 

Security by 
protection 

Robertson method yes no no 

Stephen method yes no no 

SQL DOM yes no no 

CANDID yes no no 

WebSSARI no yes yes 

FlowSpec no yes no 

Livshits method no yes no 



Nguyen-tuong method no yes no 

Saner no yes no 

Noncespaces no no yes 

ScriptGard  no no yes 

AMNESIA no no yes 

Kruegel method no no yes 

 

2.1.2	Logic	correctness	

The correctness of logic is dependent on the application due to the fact that the 
vulnerabilities generated by application logic are closely tied to the application itself, as each 
application is distinct. In order to mitigate this category of vulnerabilities, the security policies 
can be explicitly defined during the application development process or implemented at a later 
time through the use of inferred policies. 

To address vulnerabilities through the principle of "security by construction," the 
literature offers several suggestions. 

The technical literature provides a variety of solutions with varying performance impacts 
for implementing the "security by protection" concept.  

Table 2 summarizes each methodology examined in the thesis. 

 
Table 2 

Summary of techniques for input validity 
Method Security by 

construction  
Security by 
verification 

Security by 
protection 

SIF  yes no no 

SELinks yes no no 

UrFlow yes no no 

MiMoSA no yes no 

RoleCast no yes no 

NoTamper no yes no 

BLOCK no no yes 

CLAMP no no yes 



2.2		Medical	devices	security	

According to the World Health Organization (WHO), a medical device is a device, 
apparatus, or embedded system that is utilized for monitoring, treating, and diagnosing illnesses 
of patients [23]. 

Medical device security includes a range of tools and policies that are specifically 
designed to thwart unauthorized access by attackers, with the ultimate goal of preventing them 
from gaining control over the devices or compromising the data they produce. 

The security features of medical devices are categorized based on their functionality and 
characteristics [24], which include software-based, hardware-based, and software-hardware-
based features. 

The primary focus of the subsequent section will be on the vulnerabilities and 
countermeasures that are directed at the software component of medical devices. The primary 
forms of attacks that specifically target medical devices, as defined by Maria Papaioannou et 
al [25], include:  

• Eavesdropping attacks 
• Spoofing attacks 
• Traffic analysis attacks 
• Masquerading attacks 
• Physical attacks 
• Malware attacks 
• Man-in-the-middle attacks 
• Denial-of-service attacks 
• Battery drainage attacks 
• Impersonation attacks 
• Message fabrication/modification/replay attacks 

In order to mitigate these vulnerabilities, the solution presented in the literature will be 
presented in the subsequent summaries. 

In their study, Minchul Kim et al. [34] present a method that uses encryption on portable 
devices as an approach to safeguard against eavesdropping. The solution relies on an XOR 
operation that uses a key generated by the timer embedded in the microcontroller of the device. 
The encryption is performed using hardware-based XOR gates. To prevent an unauthorized 
usage of the key, they suggest implementing a regeneration mechanism linked to a 
device hardware event. 

In their study, Yan et al. [36] present the PHY-IDS tool, which is designed to identify 
spoofing attacks specifically aimed at wearable devices. PHY-IDS utilize statistical learning 
techniques to analyze and identify unusual signal behavior and data. The solution relies on the 
power level of a received frame, which is measured at the receiver antenna. 

Ibbad Hafeez et al. [38] suggest that IoT-KEEPER can be used to detect and prevent traffic 
attacks. To accomplish this, IoT-KEEPER conducts traffic analysis. It employs fuzzy C-means 
clustering and fuzzy interpolation to identify malicious network traffic. In order to safeguard 
against this vulnerability, IOT-KEEPER implements network access restrictions depending on 



the identification of malicious traffic. IoT-KEEPER employs a traffic classification scheme 
that does not require side-channel information, like device-type data, to detect malicious 
activity on devices. Instead, it uses unlabeled network traffic metadata for feature extraction. 

Mohan Sai et al. [41] developed a machine learning-based lightweight denial-of-service 
attacks detection technique. Their approach involves employing a support vector machine to 
differentiate between attack traffic and normal traffic A classification algorithm that is based 
on a light data model is employed to identify the anomalies. A correlation-based feature 
selection algorithm is implemented to achieve the data model's lightness. However, the solution 
is only capable of detecting denial-of-service attacks, but it is unable to provide protection for 
devices against them.  

Shanshan Tu et al. [42] propose a novel Q-learning algorithm for the precise detection of 
impersonation attacks. The algorithm is viable in both static and dynamic environments. The 
objective of the static environment solution is to implement a zero-sum game between the 
attacker and the receiver by implementing a patch for physical layer security. The solution for 
a dynamic environment considers the channel state information, including the average time, 
false alarm rate, miss detection rate (MDR), and average error rate (AER). 

Jorge Maestre Vidal et al. [44] propose a novel masquerader detection strategy that is 
capable of detecting masquerade attacks even when the attacker imitates the behavior of 
legitimate users. To achieve this, the strategy suggests three stages: the analysis, verification, 
and mimicry recognition stages. In the analysis stage, the alignment algorithms identify 
discrepancies from typical user behavior to identify a masquerade attack. The discrepancies 
detected are subjected to a validation scheme that is based on the U-test during the verification 
stage. The strategy involves comparing historical data with current user behavior to identify 
inconsistencies that indicate an attack in order to perform masquerade recognition. 

Grant A. Jacoby et al [46] have introduced the concept of utilizing the battery status of a 
device as an indicator of potential physical tampering or intrusion in order to identify and 
mitigate battery drainage attacks. He recommends that the battery status be monitored using 
sensors or dedicated circuitry that can detect changes, such as sudden drops in voltage or 
current, when the battery is tampered with, in order to detect the attack. The system initiates 
lockdown procedures and triggers an alarm when an anomaly in the battery status is detected. 
The primary benefit is that it does not necessitate substantial additional resources or device 
modifications, as it capitalizes on the battery and its monitoring circuits. 

Ensieh Modiri Dovom et al [47] suggest a method for malware mitigation that utilizes a 
Fuzzy Pattern Tree (FPT). An FPT is a hierarchical structure that employs fuzzy logic to 
represent patterns in data. The FPT is employed to identify and classify malware on the device 
in order to detect it. The device is where the detection process takes place. The method extracts 
and clusters certain fuzzy features based on the behavior of various devices and software states 
(network traffic patterns, resource usage, method calls). The system is capable of identifying 
patterns of normal and malicious behavior through the use of FTP, thereby enabling the early 
mitigation of potential threats. 

 



2.3		Medical	REST	client	applications	security	

Medical REST client applications represent the entire range of medical web and mobile 
applications that use RESTful APIs for accessing or alter data and resources on a remote 
medical system. 

In order to discuss the security of REST applications, it is necessary to separately address 
the security of web applications and mobile applications. This is due to the fact that the security 
threats and solutions are distinct due to the particular design and ecosystem of the applications.   

2.3.1	Security	of	medical	REST	web	application	client	

The term "client side" in web development denotes all aspects of a web application that 
are displayed or are executed on the client device. This includes the visible components of the 
user interface, such as text, images, and other elements that are contained by the UI, as well as 
any operation that an application performs inside the user's browser. The main security 
challenges.  

The primary security challenges arise from the actions performed by certain applications 
within the browser. These actions are frequently executed with the support of JavaScript, either 
directly or through frameworks that are based on this technology. The specialized literature 
provides the subsequent examples of securing JavaScript applications that run on the client 
side. 

The main security measures proposed by literature refer to the use of the concept of 
isolating the execution of JavaScript code in safe areas and the analysis of these interactions 
using various tools to determine a potentially harmful or incorrect execution of the code. 

2.3.2	Security	of	medical	REST	mobile	application	client	

Mobile attacks have been classified into four categories: application-based attacks, web-
based attacks, network-based attacks, and physical-based attacks, as documented in the studies 
[54]. The integrity and confidentiality of mobile data and applications are impacted by these 
attacks. 

The large part of literature offer solution for securing medical REST mobile application 
client based on defined policies end try to enforce them via different solutions. Another method 
of ensuring security is to monitor the device's activities in order to identify potential anomalies 
or malicious applications. This is done to prevent interaction with the medical application and 
to isolate it in a safe environment. 

2.4		Security	approaches	for	e-Health	ecosystems	

The subsequent scientific literature review is focused on various types of e-Health 
ecosystems and investigates different approaches of securing them. This section concludes the 
state-of-the-art chapter by illustrating potential future research areas and developments in the 
field of security and availability for e-Health systems. 

In the solutions proposed by literature, a lot of the approaches that are capable of securing 
e-Health ecosystems are built on an analysis conducted using NLP or AI techniques to identify 
vulnerabilities, which cannot be mitigated directly. The confidentiality and integrity of the data 



are the primary objectives of the other techniques, which include the methods that are based on 
blockchain or cryptography, without considering the system's remaining vulnerabilities. 

  



3.	Integration	of	microservices	in	medical	frameworks	 	

An innovative architectural model for e-Health systems is presented in this chapter, with 
the objective of enhancing cyber resilience and ensuring high availability in the face of 
fluctuating traffic loads. It investigates the correlations between typical cybersecurity incidents 
in the field of e-Health and architectural defects, as well as the frequent design patterns in 
currently operational systems. It presents a testing approach that is based on the research, 
identifies the weaknesses, and suggests viable solutions. This chapter introduces a 
comprehensive support strategy for the transition from traditional monolithic architectures to 
microservices. This modification leverages the vertical and horizontal scalability of cloud 
computing to optimize resource utilization and guarantee system reliability. Additionally, it 
provides deployment strategies for the new microservices, with a focus on cybersecurity and 
operational resilience in e-Health environments. 

3.1	Introduction	

One of the global impacts of the coronavirus was in the healthcare industry. COVID-19 
caused overcrowding in the hospitals, which makes it impossible for patients and doctors to 
meet in person for a consultation. e-Health systems, in addition to the roles for which they were 
developed, also took on a new role as a mediator in order to respond to this situation. 
Additionally, new features were either developed or used more frequently in order to meet this 
demand:  

• Contact tracing; 
• Telehealth (online consultation with a doctor); 
• Automated diagnosis; 
• Forecasting of material resource requirements; 
• Individual medical record about the COVID-19 illness. 

The most common COVID-19-related attacks on e-Health systems are ZOOM bombing, 
COVID-19 phishing attacks, malware, and network availability [71]. 

This chapter addresses network availability issues in e-Health systems. To accomplish 
this, the first step is to extract a common architectural model based on a medical unit study. 
This study identifies the most commonly used  e-Health software systems, as well as the key 
features required. The study included 45 hospitals and medical clinics in Bucharest, in the 
public and private sectors. 

This chapter addresses network availability issues in e-Health systems. To accomplish 
this, the first step is to extract a common architectural model based on a medical unit study. 
This study identifies the most commonly used  e-Health software systems, as well as the key 
features required. The study included 45 hospitals and medical clinics in Bucharest, in the 
public and private sectors. Based on the architecture of e-Health software systems, 17 out of 
45 entities use only local software systems, while 28 use web applications. The most common 
architecture followed the model-view-controller monolith pattern. 



3.1.1	COVID-19	and	network	traffic	

To determine the traffic variation for e-Health systems, a traffic analysis was conducted 
using CO APCD public data from April 2018 to March 2024. The obtained results are shown 
in Figure 3 and Figure 4. 

 
Fig. 3. Application usage between 01.11.2018 to 01.10.2023 based on number of user/day 

 

 
Fig. 4. Application usage between 01.11.2018 to 01.10.2023 splitted area type. 

The current challenge in medical software systems is how to mitigate cybersecurity threats 
and risks, and also how to handle the performance issues caused by the significantly increased 
workload as a consequence of their rapid adoption. 

3.1.2	e-Health	architecture	pattern	

To create a common overview of the analyzed e-Health software systems, the research 
identified the core and optional modules that can be combined to create a system that includes 
all of the previously described features.  

The system is comprised of seven interconnected modules that are safeguarded from the 
external environment by a firewall. The main components of the architecture are:  

• the web application; 
• the AI result interpreter; 
• the laboratory system; 
• streaming server; 
• the SQL server ; 
• the external systems API that manage the portable devices hub and the SMS 

function.  
 



3.2	Proposed	framework		

In order to effectively manage load differences and maintain a lower infrastructure cost, 
the primary characteristic of the new architecture is its vertical and horizontal scalability.   

The proposed system architecture is based on microservices, which allow the original 
monolithic application to be split into multiple independent services capable of performing 
work independently. This independence enables the booth scaling system to be implemented. 
The e-Health ecosystem will be able to initiate new workers for each service in accordance 
with the system load. Additionally, the e-Health ecosystem will be able to enhance the 
computational power of current workers.  

The splitting of the microservices has been done based on the functionality of the system 
in order to be able to provide the features to users independently of each other, so that if a set 
of microservices no longer works properly, the system can manage the rest of the features 
independently.  

The transition step involves the addition of cloud services one by one, and the new API 
gateway module ensures seamless connectivity with these services. In order to optimize 
performance, a caching system was implemented. 

The microservices architecture that results is composed of 16 services, which are 
categorized into Layer 1 and Layer 2 levels.  

Layer 1 services are mapped to various system features in order to provide system 
functionality. They have a caching and optimization of the request mechanism in place, and 
they are also capable of storing data in the SQL module.  

The Layer 2 services are the ones that provide support for the level 1 services and are 
capable of integrating with various subsystems that are not scalable, such as external providers 
or outdated applications (e.g., laboratory systems).  

3.2.1	Microservices	e-Health	systems	deployment	

The main options for deploying microservices in Microsoft Azure are Cloud Services 
and Azure Web Apps. To determine which solution was used, the effective cost for 24 hours 
was used. 

The estimated cost of Azure Cloud Service deployment is $231.82, while Azure App 
Service deployment is estimated at $151.2. In conclusion, Azure Cloud Service is the most 
cost-effective option for deployment. However, the decision to deploy the microservices 
into one of these solutions should also consider the computational power required to handle the 
same number of requests.  

3.3	Metrics	for	performance	evaluation	

To identify the main issues in the system, the following types of performance tests were 
carried out: stress testing, endurance testing, and spike testing. 

In e-Health software, the main concerns about the number of users come from the patient 
role. Because of this issue, the designed scenarios should be based on the main action that 
patients can perform. 



Apache JMeter was used to perform automated testing. In order to be able to perform a 
large number of threads, multiple JMeter instances were needed to run in parallel. The instances 
of JMeter was hosted on Azure by using Azure Cloud Service. 

The upper limit for JMeter determined during the test was 1000 threads per instance; after 
this limit, JMeter's performance was degraded.  

3.4	Benchmark	for	performance		

In order to see the performance difference from the original architecture to microservices 
architecture, the same set of tests was performed. The test was conducted on the Azure Cloud 
Service and also on Azure App Service deployment scenarios.  

3.4.1	Original	architecture	performance	

The system performance was severely damaged after 170.000 users. To guarantee the e-
Health system's availability and prevent system failure, a series of actions can be implemented 
at a reduced cost in accordance with the results of the testing scenario. 

Given that the main concerns about the number of users are generated by the patient role, 
it is possible to restrict the access for that category of users based on a queuing system, in order 
to limit the active users to a maximum number of 150.000 or lower, depending on how many 
doctors should be accommodated within the system. 

3.4.2	Microservices	e-Health	architecture	performance	

As the original architecture was able to handle the tests for 170,000 users, now the test 
scenarios begin at 200.000 and are run in Azure Cloud to provide adequate power. 

According to the stress tests, the system's performance has been substantially improved. 
However, the addition of new machines to the system, which is caused by horizontal scaling, 
results in some failed requests. 

The proposed architecture has an improved rate of 98.7%, according to the tests performed 
with JMeter and presented in thesis.  

3.5	Conclusions		

In order to mitigate the risk that impacts network availability and guarantee the high 
availability of e-Health software systems, this chapter suggests the implementation of cloud 
computing and microservices as a solution. The main goal of the transition from monolithic 
architecture to microservices architecture in e-Health software systems is to establish a new 
layer between legacy software and the new expectations and behaviors of users. Additionally, 
it intends to provide support and scaling to accommodate a high volume of concurrent requests. 

To make that performance decoupling possible, this chapter proposes a transition to 
microservices that allow vertical and horizontal scaling. In order to minimize hardware 
overhead, the proposal is to utilize cloud solutions to host all components of the e-Health 
system. 



Because microservices are separate, updates and bug fixes can be applied to individual 
services without crashing the system. This lets security patches and new features be released 
quickly and securely, keeping the system secure. In addition, microservices architecture 
separates services, so a security breach in one doesn't affect others. Containment reduces data 
breaches. 

Each microservice can have customized security measures. This enables more precise 
security tailored to each service's data or transactions. 

3.5.1 Contributions 

- A novel microservice e-Health system was developed to effectively manage fluctuations 
in traffic and reduce costs by incorporating both vertical and horizontal scaling methods. 

- An entire cloud infrastructure was setup using the Azure cloud solution in order to evaluate 
the proposed architectural solution. 

- A testing methodology was proposed to evaluate the performance of various e-Health 
systems in relation to network availability and to determine the limitations of the systems. 

- A series of measures were developed and evaluated to guarantee the availability of e-
Health software systems in the event that they are unable to handle variations in network 
traffic. 

- A migration strategy was created to ensure the availability of e-Health software systems 
at a reduced cost. This strategy employs both vertical and horizontal scaling mechanisms 
to specifically address the points of system failure. 

- A set of deployment strategies for microservice e-Health systems based on Azure cloud 
solutions was created, taking into account the cost of the services. 

- A general software model was developed by analyzing the available products on the 
market and focusing on the current system's capabilities and constraints. 

- A classification model for the adoption of e-Health systems was proposed and validated 
using actual data collected during the COVID-19 pandemic. 

  



4.	Increasing	the	security	of	framework	by	using	
smartphones	

In the medical field, web applications security systems often use the authentication 
strategy and credentials to assess the identity of the user. Based on the credentials, the system 
is able to claim the identity of the user. Also, the authenticity of identity is claimed based on 
authentication strategy. This chapter analyzes and compares different strategies used to enforce 
the web applications security systems by using location and biometric features of the 
smartphones to provide two-way authentications. 

4.1	Introduction	

Authentication is a problem that is often revized due to the continuous increase in 
computing power. As a consequence, password requirements increase year by year, and the 
complexity of passwords involves significant effort for the end user, yet insecure passwords 
still exist.  

This chapter compares different authentication strategies used by web applications to 
enforce the authentication process by using smartphone features as location and biometric 
sensors.    

4.2	Existing	authentication	mechanisms	categories			

This section presents an overview of the most frequent authentication methods for web 
applications by using the classification scheme proposed by Renaud et al. [85] and completed 
by Yampolski in [86].  

The classification scheme shows that there are four categories of authentication systems 
based on the location of the user or based on what the user knows. 

4.2.1	Password	based	authentication	

The password authentication methods can be categorized into two main categories [88] as 
follows: 

• Text based passwords; 
• Picture passwords; 

The distinction between text-based passwords and picture passwords is presented in Table 
9. 

 

 

 

 



Table 9 
Comparison of password categories 

Criteria 
Password authentication 

Text based passwords Picture passwords 

Security Low High 

Availability Always Always 

Usability Easy Easy 

Cost Reduced High 

4.2.2	Location	based	authentication	

Location-based authentication systems utilize geolocation data to validate the user's 
identity. There are two distinct categories of authentication methods: one that requires the 
specification of all geolocation data during the setup, such as latitude, longitude, and position 
accuracy; the other category is based on user behavior and relies on artificial intelligence (AI) 
techniques.  

The comparison between static and dynamic location authentication is outlined in Table 
10. 

Table 10 
Comparison of location authentication system 

Criteria 
Location authentication 

Static location Dynamic location 

Security High Low 

Availability Always Sometimes 

Usability Easy Easy 

Cost Reduced High 

4.2.3	Biometric	based	authentication	

The biometric authentication compares the current physical characteristics with the stored 
samples in order to find a match between them. If it is a match, the user is authenticated. 

The main differences of the biometric characteristics are presented in Table 11. The 
comparison is based on the research conducted by Parvathi Ambalakat [93]. 

Table 11 
Comparison of biometrics  categories 

Criteria 
Biometric characteristic 

Fingerprint  Face Iris Retina 

Performance High Low High High 

Acceptance Medium High Low Low 



Criteria 
Biometric characteristic 

Fingerprint  Face Iris Retina 

Circumvention High High Low Low 

Collectabilty Medium High Medium Low 

Distinctivity High Low High High 

4.3	Vulnerability	of	OAuth	2.0			

OAuth 2.0 is centered around bearer tokens. As a result, the integration of this mechanism 
is straightforward; however, bearer tokens lack any internal security mechanisms. Nowadays, 
this is the standard protocol for industry. 

4.3.1 Bearer token vulnerabilities  

One of the first set of vulnerabilities is caused by the fact that users who use this type of 
authorization do not have to prove their identity.  

The second set of vulnerabilities consists of the following token vulnerability threats: 

• Token redirection; 
• Token reusing; 
• Token forgery; 
• Token decryption. 

The second set of vulnerabilities can be mitigated or eliminated by implementing a 
minimal set of measures regarding token generation and transport. 

4.4	Proposed	security	improvement	for	OAuth	2.0			

A novel enhanced authentication system is proposed to enhance the security of the OAuth 
2.0 protocol for cloud applications. This system utilizes biometric data and device location to 
enhance the cybersesilience of the applications. 

The proposed architecture is based on a previous solution that employs Android, an 
operating system that is already safeguarded by SafetyNet services.  

The authorization component differs depending on the source of the request as follow: 

• The initial flow corresponds to requests that are directly initiated from an Android 
client application; 

• The second flow corresponds to requests that are initiated from other devices or web 
applications.  
 



4.4.1	Android	biometric	usability	

In the Android ecosystem, the security of biometric data is a top priority. To prevent data 
leakage and compromise, smartphones implement a Trusted Execution Environment (TEE) 
secure area. In order to utilize the TEE, a collection of software components known as Trusty 
needs to be used. 

4.4.2	Android	location	usability	

Android provides two methods for requesting the device's location: Utilizing the Google 
Play Services or utilizing the LocationListener 

In order to establish a more secure location representation, the acquired latitude and 
longitude will be encrypted with an bijective function that takes into acknowledging the session 
GUID ( f(latitude, longitude, guid) -> locationGUID).  

The result of this function will be decrypted inside the client application to retrieve the 
specific location of the user (latitude and longitude). The final result will be compared with the 
registration step location input, so as to correspond with a tolerance defined to the entire 
system.  

4.5	Usage	statistics			

The tests were performed with the following parameters: 1000 threads, 500 seconds ramp-
up time, 5 loops, 50 seconds maximum active time and 5000 seconds wait time. 

The results show that the response time of the modified authentication protocol is almost 
doubled. This emphasizes the difference between the overhead of communication of the 
Android device and that of the authentication component. For the initial request, the time is 
longer due to the fact that the device must obtain the current location, which results in an 
increased overhead. Consequently, the response time is almost four times slower.  

4.6	Conclusions			

In this chapter, the primary features that can be employed in an authentication system 
were examined, as well as the manner in which these features are combined to create a more 
secure protocol that is based on OAuth 2.0. 

Even if the authentication mechanism is more secure now, the system can still be affected 
by attacks. For example, the smartphone can be patched with Magisk, in order to patch the 
SELinux.  

4.6.1 Contributions 

- A novel and enhanced OAuth 2.0 authentication model was developed. This model 
includes a stronger security mechanism that relies on the use of biometric data and the 
location of smartphones to verify the identity of the user. 

- A categorization model of the current authentication mechanisms was proposed to present 
and categorize different authentication models. 



- An upgraded registration process was developed, which included the concept of trusted 
geographical zones. 

-  A performance and security analysis model was developed and used to properly evaluate 
performance changes and security enhancements for various authentication models. 

 	



5.	Increasing	the	security	of	communication	for	
personal/portable	medical	devices		

This chapter introduces Personal Medical Hub, an efficient security solution designed 
specifically for Bluetooth enabled medical devices. The main objective of this solution is to 
improve data privacy and provide strong protection against various security threats such as 
man-in-the-middle attacks, security breaches, and backdoors. 

5.1	Introduction	

Mobile medical devices can collect data on a patient's health status and provide treatment 
procedures, which makes them useful for both prevention and treatment purposes. 

Because of the different purpose of these devices, some of them can only collect data from 
patients, data that needs to be downloaded at a doctor's office or needs to be sent in real time 
to the e-Health systems. 

Bluetooth is the most frequently used communication technology for real-time connected 
medical devices to exchange information. Bluetooth is often used for transmitting patient data 
to a mobile phone for local analysis or for transferring data to remote medical systems. 

A modified communication architecture based on a Personal Medical Hub is introduced 
in this chapter in order to improve security of Bluetooth medical devices.  

The Personal Medical Hub is a powerful security solution that improves data privacy and 
provides protection against security threats such as man-in-the-middle attacks, security 
breaches, and backdoors. 

5.2	General	system	architecture	

The presented system is made up of four subsystems: the medical device, the patient ’s 
smartphone, the cloud system, and the e-Health system. 

According to the security level classification for medical devices developed by Johannes 
Sametinger et al. [104], portable medical devices are classified as having a medium to very 
high risk. 

One of the most common security breaches is associated with man-in-the-middle attacks. 
Attacks that involve a man in the middle constitute nearly 35% of all exploitation activity [105]. 

5.3	Proposed	security	improvement	architecture	

The Personal Device Hub represents a Bluetooth hub interposed between all the 
communication channels of the medical device. The hub is equipped with Bluetooth and Wi-
Fi interfaces for communication. The main goal of the Personal Device Hub is to manage and 
mitigate denial of service and man-in-the-middle attacks. 

To achieve this objective, the Personal Device Hub employs three distinct approaches: 



• Mitigate the vulnerability by upgrading the device to the latest firmware provided by 
the device vendor. 

• Analyze network traffic to detect unusual behavior and apply filters or block non-
whitelisted sources. 

• Encrypt traffic between device and cloud to prevent certificate spoofing. 

5.3.1	Handle	vulnerabilities	and	attacks	

The key components of the Personal Device Hub are the traffic analyzer and the device 
security manager, which are derived from the primary two functions of the device (network 
traffic control and communication encryption for the cloud infrastructure; patching vulnerable 
devices that still have vendor support). 

Depending on the status of a vulnerability, the system can choose from three scenarios: 
• Filtering the attacks; 
• Fetching, notifying and applying the patch; 
• Dealing with an unsecure device. 

5.4	Security	evaluation			

To evaluate the Personal Medical Hub's efficiency, a legacy insulin pump with Bluetooth 
connectivity was used. 

The most problematic are those that necessitate filter rejection, and the rate of fixation is 
dependent on the quality of the filters. In the event of denial of service attacks, the traffic 
analyzer provides the most effective protection. 

In future development, it is necessary to strengthen the Personal Medical Hub's ability to 
address authentication issues and XSRF (Cross-Site Request Forgery) vulnerabilities. 

5.5	Contributions	

- A novel solution was designed to improve communication between portable medical 
devices and e-Health cloud services. The solution, called Personal Medical Hub, enhances 
the security of communication between portable medical devices and e-Health cloud 
services and reduces the risks of man-in-the-middle attacks.  

- A security strategy was developed to address various attacks that are based on 
vulnerabilities. The strategy has the ability to determine between three scenarios: filtering 
the attacks, addressing an unsecure device, and determining the vulnerability path of the 
device. 

- A security model evaluation for medical device communication was developed, and it was 
used to assess how effectively Personal Medical Hubs worked with different medical 
devices. 

  



6.	Increase	the	performance	of	communication	between	
personal/portable	medical	devices	and	cloud	services	

This chapter will examine the impact of performance on a variety of short-distance 
communication techniques that are supported by cross-platform frameworks, as well as the 
overarching impact of performance generated by cross-platform solutions, using the 
comparative test method. 

6.1	Introduction	

The primary communication technologies that allow mobile devices to exchange data can 
be divided into two categories: long-range and short-range technologies. 

The main exponents of short-range technologies are Bluetooth, Wi-Fi, NFC, and infrared 
technology. 

Long-range technologies are represented by GSM systems and satellite technologies such 
as GPS. 

This chapter will examine how mobile device communications technologies perform over 
short distances and how cross-platform frameworks affect this performance. 

6.2	Performance	of	communications	technologies	for	short	distances	
between	mobile	devices	

The main communication technologies for short distances communication according to 
Toshiya Tamura et al. [111] are: Wi-Fi, Bluetooth and NFC. 

6.2.1	Bluetooth	communication	

Bluetooth operates on the licensed ISM (Industrial, Scientific, Medical) band of 2.4 GHz. 
There are 79 communication channels, and each packet will be transmitted only once. Each 
channel has a 1MHz bandwidth. 

The communication protocol has a master-slave structure and is package-based [113]. 
Each master can communicate with up to seven slave devices. All network devices use a single 
master clock. The role of master is determined by mutual agreement (a master may become a 
slave at some point). At some point in time, only the master and a slave can communicate, with 
the master determining which device to address. 

6.2.2	Wi-Fi	Direct	communication	

Wi-Fi Direct (previously called Peer to Peer Wi-Fi) is a standard that enables devices to 
connect without the need for an access point (AP). It enables communication at the speed of a 
Wi-Fi network. 



The device that functions as an AP is decided upon through negotiations; consequently, 
both devices must execute the client and AP roles (which are logical roles).In the same manner 
as Wi-Fi Protected, this access point is protected by a PIN. 

6.2.3	NFC	communication	

The NFC communication technology enables communication between two devices that 
are situated at a maximum distance of 10 cm. Every device has the ability to operate in three 
distinct modes: card emulation, read/write, and P2P (peer-to-peer) [116]. 

The standard permits transfer rates ranging from 106 Kbps to 424 Kbps and operates at 
13.56 MHz (frequency that does not necessitate a license) [117]. It is founded on the principle 
of magnetic induction. There are two operational modes: active and passive. 

6.2.4	Comparison	of	technologies	

All characteristics of technologies for short range communication are presented in Table 
15. 

Table 15 
Comparison of technologies for short-range communication 

Characteristic Bluetooth Wi-Fi Direct NFC 

Maximum coverage area 50 m 45 m 20 cm 

Frequency 2.4 GHz 2.4 GHz 13.56 MHz 

Transfer rate 1 Mbps 54 Mbps 424 Kbps 

Network type WPAN WPAN P2P 

Configuration Needs adjustments Needs adjustments Nearby 

Connection time 6s 6s 0.1s 

Standard IEEE 802.15.1 - ISO 13157 

6.2.5	Technological	Validation	of	Technologies	

In order to technically verify the technologies provided above, a test was conducted to 
exchange information in plain text and binary format. 

Functional validation was conducted using an application that was specifically designed 
for this purpose and is compatible with the Android ecosystem. The tests were conducted 
independently in separate activities. All technologies necessitated the existence of an 
asynchronous task for reception and a distinct thread for transmission. All of the 
aforementioned technologies underwent successful functional validation. 

6.3	Cross-platform	application	communication	performance	

The performance of hybrid cross-platform and cross-platform compiled applications will 
be the primary focus of the analysis, as mobile web applications are restricted to dynamic 
updating and their fundamental interaction with operating system services [120] is insufficient 
to satisfy the requirements of mobile medical applications [121]. 



6.3.1	Development	using	cross-platform	compiling	techniques	

The primary exponent of cross-platform development solutions based on code 
compilation is Microsoft MAUI (Xamarin), which is corresponding to.NET-Android /.NET-
iOS . By employing C# as the primary programming language, the solution facilitates the usage 
of native interferences and offers direct access to the native API. Each platform (apart 
from.NET MAUI, which offers a common UI possibility) needs to have its own project created 
specifically for it, and portable libraries (PCLs) are used to share code between them. 

6.3.2	Development	using	web	hybrid	techniques	

Scripts are the foundation of applications, which can be executed by the diverse routines 
of their web browsers [124]. A collection of APIs for manipulating down-level components 
(hardware features, resource management, etc.) that are visible from JavaScript is also available 
to the developer [125]. 

The hybrid applications exhibit a significant performance gap when contrasted with native 
applications, primarily as a result of the distinct nature of the resources.  

6.3.3	Comparative	power	consumtion	analysis	

Table 16 illustrates the results of the evaluation for the Bluetooth transmission. 

Table 16 
Power consumption for Bluetooth-based communication 

Application type Consumption short distance 
(mW) 

Consumption long distance 
(mW) 

Native  524,8 536,8 
Compiled cross  527,1 539,1 
Hybrid  648,3 685,7 

Table 17 illustrates the results of the evaluation for the NFC transmission. 

Table 17 
Power consumption for NFC-based communication 

Application type Consumption (mW) 

Native 42 

Compiled cross 51,2 

Hybrid 67,9 

6.3.4	Comparative	analysis	in	terms	of	computational	performance	

The native application achieved the highest data transmission speed, followed by the 
cross-compiled application.This suggests that ACW and MCW have a lower overhead than 
JavaScript callbacks. 



6.4	Cross-platform	application	user-perspective	performance	

To evaluate the impact of cross-platform frameworks on mobile medical applications 
performance, a real-time analysis was conducted. This analysis was conducted by utilizing the 
following four primary criteria: 

• Execution time; 
• Startup time; 
• CPU usage; 
• Memory usage. 

It is noticeable that Flutter is more efficient than .Net in terms of  rendering and navigation 
time. This discrepancy is produced by the Flutter render engine Skia, which is utilized for 
rendering graphics. 

In relation to the startup time, the tests indicate that both cross-platform frameworks 
exhibit variability in performance, with more noticeable fluctuations reported for Flutter. 

Related to CPU usage Flutter consumes higher CPU resources compared to .NET, 
resulting in increased battery usage and device heating. .NET applications shows reduced CPU 
usage and demonstrate superior efficiency in managing system resources. 

In terms of memory usage, .NET consumes less memory and generates more stable 
memory usage compared to Flutter. 

If native applications are not a viable alternative due to their increased financial cost and 
development time, compiled cross-platform applications are the preferred solution in the e-
Health ecosystems for resource consumption efficiency. This is supported by the performance 
analysis, which is based on execution time, startup time, CPU usage, and memory usage. 

6.5	Conclusions	

Comparative tests have shown that the cross-platform compilation frameworks achieved 
the highest performance, with a 10.6% decrease in performance compared to native 
applications. In reverse, web-based techniques result in a 34.4% performance depreciation.  

In terms of the short-range communication technologies that can be employed to exchange 
data between devices and based on the hardware availability of portable medical devices, 
Bluetooth is a viable solution, particularly due to the small data sets that must be shared and its 
adequate coverage area. 

6.5.1 Contributions	

- A comparison and evaluation of the various technologies for short distances were 
conducted to determine their technological limitations and communication performance. 

- An evaluation and comparison of the various cross-platform frameworks (Flutter and .Net) 
were conducted to assess the performance overhead from the user's perspective.  

- A comparative model analysis was proposed to compare the computational performance, 
power consumption, and ease of development of native, compiled cross-platform, and 
hybrid cross-platform applications. 



- A comparative model analysis was proposed to determine the overhead of a cross-platform 
solution in the context of the performance of communication technologies for short 
distances. 

 
  



7.	Cloud	based		medical	mobile	application	security	
enforcement	using	device	attestation	API	

7.1	Introduction	

This chapter examines the primary security issues and their resolution through the 
utilization of attestation services. These services confirm the authenticity of the client 
application as well as the application-running device. 

7.2	Vulnerability	of	rest	services	for	mobile	usage		

The built-in security features provided by the operating system reduce the frequency of 
security issues present in applications. Unfortunately, these features are incapable of 
safeguarding the system from attacks that originate at lower stack levels. 

To reduce this kind of security issues, Android provides the feature of device attestation 
called SafetyNet [141]. SafetyNet is able to check the smartphone integrity, can provide 
information about device root status, bootloader unlock and application integrity. 
Implementing these types of validations reduces the possibility of an attack and prevents 
attackers from using dynamic analysis frameworks. 

7.3	Attestation	API	for	Android	

Android SafetyNet [141] represents a security solution provided via Google Play Services 
that is able to protect the application for some extra security issues, like: fake users, device 
tampering, malware applications, URL tampering.   

SafetyNet solution is composed of four components: Attestation API, Safe Browsing API, 
reCAPTCHA API and Verify Apps API. The roles of each component are described in Table 
23 [141]. 

7.4	Using	attestation	API	to	secure	cloud	services	

The session management component is an integral part of nearly all web services. The 
main properties that need to be considered for the session management component are 
encryption, high availability, and security. The encryption component is needed to prevent the 
man-in-the-middle attacks. To avoid the modification or theft of session cookies, the SSL/TLS 
needs to be used. 

Even if on the server side the integrity and security checks are in our control, 
unfortunately, the client application runs in an uncontrolled environment. Starting from this 
premise, the goal is to ensure the integrity and security control of the client application. 
SafetyNet Attestation enables more secure and trusted connections between the server and the 
client side. 

The main improvement that the attestation API can make is to remove the client's access 
to session management components if the communication was already disregarded by the 



attestation mechanism. Continuous validation is essential, not only when the session starts but 
also during each session refresh or expiration. 

7.5	Security	evaluation			

Through the qualitative analysis of the protection mechanism, after 1 year of operation, 
the mechanism managed to protect the system from a number of 3871 attacks, at an active 
number of application users of 52.3 K. 

By analyzing the threat models for cloud computing using the STRIDE (spoofing, 
tampering, repudiation, information disclosure, denial of service, elevation of privilege) model 
[145], the device attestation integration gives a more secure cloud environment. 

Unfortunately, like all security mechanisms, there are a few methods to by-pass SafetyNet 
attestation API. For example Magisk, that represent a modern way to unlock the bootloader, 
and to patch SELinux policy. 

7.6	Contributions		

- A new and innovative concept of a secure session management system was developed. 
This system incorporates detailed information regarding the integrity of the client, 
including both the client application and the client device.  

- A security analysis methodology was developed to identify security vulnerabilities in 
REST services for cloud applications, such as Flooding Attacks, Action Tampering, 
Injection and Payload attacks, and JSON hijacking. 

- A security analysis methodology was proposed to assess the effectiveness of different tools 
in addressing various device integrity issues.  

- A classification model was developed for security issues affecting mobile applications. 
The objective is to present the main security issues. 
 

  



8.	Conclusions	

8.1	Contributions	

This thesis provides validated solutions and prototype in order to ensure a high availability 
of e-Health services and to provide a secure way of integration for legacy software but also for 
new and legacy devices, in order to generate a full and secure experience for all users that use 
the system, regardless of their role. By implementing these solutions in production applications, 
this thesis contributes to the security of e-Health software in different contexts.  

8.2	Detailed	list		

• Migration of e-Health systems from monolithic to microservices architecture model 

- A novel microservice e-Health system was developed to effectively manage fluctuations 
in traffic and reduce costs by incorporating both vertical and horizontal scaling methods. 

- An entire cloud infrastructure was setup using the Azure cloud solution in order to evaluate 
the proposed architectural solution. 

- A testing methodology was proposed to evaluate the performance of various e-Health 
systems in relation to network availability and to determine the limitations of the systems. 

- A series of measures were developed and evaluated to guarantee the availability of e-
Health software systems in the event that they are unable to handle variations in network 
traffic. 

- A migration strategy was created to ensure the availability of e-Health software systems 
at a reduced cost. This strategy employs both vertical and horizontal scaling mechanisms 
to specifically address the points of system failure. 

- A set of deployment strategies for microservice e-Health systems based on Azure cloud 
solutions was created, taking into account the cost of the services. 

- A general software model was developed by analyzing the available products on the 
market and focusing on the current system's capabilities and constraints. 

- A classification model for the adoption of e-Health systems was proposed and validated 
using actual data collected during the COVID-19 pandemic. 

• e-Health cloud-based mobile application security enforcement using device attestation 
API 

- A new and innovative concept of a secure session management system was developed. 
This system incorporates detailed information regarding the integrity of the client, 
including both the client application and the client device.  

- A security analysis methodology was developed to identify security vulnerabilities in 
REST services for cloud applications, such as Flooding Attacks, Action Tampering, 
Injection and Payload attacks, and JSON hijacking. 



- A security analysis methodology was proposed to assess the effectiveness of different tools 
in addressing various device integrity issues.  

- A classification model was developed for security issues affecting mobile applications. 
The objective is to present the main security issues. 

• Increasing the security of e-Health applications by using smartphone localization and 
biometric data 

- A novel and enhanced OAuth 2.0 authentication model was developed. This model 
includes a stronger security mechanism that relies on the use of biometric data and the 
location of smartphones to verify the identity of the user. 

- A categorization model of the current authentication mechanisms was proposed to present 
and categorize different authentication models. 

- An upgraded registration process was developed, which included the concept of trusted 
geographical zones. 

-  A performance and security analysis model was developed and used to properly evaluate 
performance changes and security enhancements for various authentication models. 

• Increasing communication security for Bluetooth Medical Devices in e-Health 
systems  

- A novel solution was designed to improve communication between portable medical 
devices and e-Health cloud services. The solution, called Personal Medical Hub, enhances 
the security of communication between portable medical devices and e-Health cloud 
services and reduces the risks of man-in-the-middle attacks.  

- A security strategy was developed to address various attacks that are based on 
vulnerabilities. The strategy has the ability to determine between three scenarios: filtering 
the attacks, addressing an unsecure device, and determining the vulnerability path of the 
device. 

- A security model evaluation for medical device communication was developed, and it was 
used to assess how effectively Personal Medical Hubs worked with different medical 
devices. 
 

• Impact of cross-platform development frameworks on the performance of mobile 
communications for short distances 

- A comparison and evaluation of the various technologies for short distances were 
conducted to determine their technological limitations and communication performance. 

- An evaluation and comparison of the various cross-platform frameworks (Flutter and .Net) 
were conducted to assess the performance overhead from the user's perspective.  

- A comparative model analysis was proposed to compare the computational performance, 
power consumption, and ease of development of native, compiled cross-platform, and 
hybrid cross-platform applications. 

- A comparative model analysis was proposed to determine the overhead of a cross-platform 
solution in the context of the performance of communication technologies for short 
distances. 



	

8.3	Future	work	

From the perspective of the solutions introduced in the present thesis, the primary areas 
for additional research and development in the security of e-Health ecosystems are as follows: 

• The integration of smartwatches to enhance security by enhancing the perception of users' 
activities and concerns. 

• Incorporating artificial intelligence and robotics to safeguard medical processes from 
human error.   

• An additional area of research that aims to enhance the security of e-Health systems is the 
identification of vulnerabilities and the protection of artificial intelligence algorithms that 
are available for laboratory medicine.   

• The secure and accurate mapping of large data sets for e-Health is another area of research.  
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