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1. Chapter 1 
 
 
 
 

Introduction 
 

1.1  PhD thesis domain outline 
 

The Internet of Things (IoT) concept emerged from the people widespread need to access 
information from various sources, pointing towards diverse things such as weather data, 
medical data, velocity data, position data, data concerning industrial processes, etc. 
Essentially, IoT promotes new ways of communication between people, people and things, 
but also between things. This fact contributes significantly to the globalization process, 
launching into discussion a third dimension in the informational world – that of a "thing". 
Currently, the IoT concept makes its presence felt in traditional domains such as medicine 
or agriculture, while also being an important driver in the development of new applications, 
for instance urban traffic management or the digitalization of large factories. Specifically, 
among the means by which IoT contributions stand out is the interconnection of dozens 
(hundreds in some cases) of portable and intelligent acquisition and conditioning systems, 
ensuring data convergence (temperature, humidity, pressure, etc.) in order to facilitate a 
decision-making process. A sensor system can be regarded as intelligent when the signal 
acquired from the sensitive element is conditioned by filtering and amplification circuits, 
converted into digital format and transmitted by various methods to a beneficiary. This can 
either be a human operator or another electronic equipment. Clear requirements in terms 
of energy efficiency, production costs, autonomous operation, low complexity or data 
security have been formulated for such systems. 
 

1.2  PhD thesis purpose 
 
In line with the facts presented in the afore paragraph, the doctoral thesis subscribes to the 
field of portable and intelligent sensor systems with applicability in the medical, agriculture 
or consumer electronics fields. The main objectives of this work are the conception, design, 
practical implementation and experimental validation of two sensor systems proposed for 
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temperature or humidity measurements, adhering to the current IoT requirements. With 
respect to the order in which they appear in the doctoral thesis, the first one addresses the 
segment of medical equipment used to investigate diabetes complications. In this regard, a 
solution for monitoring the temperature of the plantar areas is proposed, the purpose of 
which is to prevent the occurrence of ulcers formed in the early stages of the diabetic foot 
pathology. The presented solution boasts modularity and portability, featuring a 
temperature sensor module, as key element. The module offers a degree of novelty in terms 
of the flexibility in moving the measurement points of interest on the plantar surface and 
the possibility of accessing real time temperature data, collected from the affected areas. 
The second measurement system developed in the doctoral thesis targets chemoresistive 
humidity sensors obtained from innovative nanocarbon materials. The system is based on 
the premise that the performance demonstrated by a resistive sensor can be equally 
attributed to the sensitive material and its acquisition and conditioning circuit. The 
principle proposed for signal-conditioning involves the conversion of the sensor resistive 
gradient into a rectangular signal with variable duty-cycle. 
 

 

1.3  PhD thesis contents 
 
The doctoral thesis is structured in three chapters, to which Introduction and Conclusions 
are added. Chapter 2 follows the Introduction and contextualizes the subject of the thesis, 
extensively discussing fields of application and Internet of Things exigencies. 

Chapter 3 will be dedicated to a plantar temperature monitoring system for a diabetic 
patient, with immediate applicability in preventing the onset of typical diabetic foot ulcers. 
The presentation begins with the purpose and necessity of a system of this kind, for the 
prevention of complications brought by diabetes, targeting the aforementioned pathology. 
A system prototype, consisting of 8 modules with temperature sensors, connected to an 
acquisition board, is practically implemented at a printed circuit board (PCB) level. The 
goal is to highlight several performance markers, such as measurement resolution, sensor 
modules response time or the average consumption in active acquisition mode. 

Chapter 4 presents a signal-conditioning system from chemoresistive humidity sensors, 
with potential use in the assessment of air quality in residential areas or greenhouses. By 
exposure to humid conditions, the base resistances of these sensors vary, in different 
degrees, from hundreds of Ωs to a few kΩs. The proposed readout principle will be outlined 
and backed by the two implemented system prototypes – one for resistive elements with 
moderate swings and another one, optimized, for complete resistive swings. 

Conclusions chapter makes an incursion through the results of this work, the original 
contributions, as well as the list of scientific papers published during doctoral studies. The 
closing remarks offer future development prospects with respect to each system. 
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2. Chapter 2 
 
 

Sensors for IoT 
 

2.1  Internet of Things 
 
The influence that information and communication technologies have on daily activities 
plays a decisive role in the development of a modern and sustainable society. The evolution 
of Internet of Things begins in the 1990s, when research studies concerning automation 
processes or systems’ computing power increase (meant to cope with a continuous flow of 
information) became prominent in scientific literature. In essence, the authors’ vision 
leaned towards a standard and clear way in which computers understand the real world [1], 
[2]. The development of modern web search engines, together with the large-scale 
digitalization of production processes from various industries provided a solid foundation 
in terms of connecting people and objects. Later, the spread of portable and affordable 
computer systems such as smart mobile phones or tablets, as well as social networks, made 
it possible for the population to interact continuously [3]. At present, IoT applications have 
penetrated areas such as telemedicine, agriculture, urban traffic management, electricity 
distribution or fitness (i.e., physical activity to maintain the human body). 

The IoT vision proposes to complement existing capabilities through a consistent 
interaction between a wide range of electronic systems/applications, controlled completely, 
partially or not at all by a human operator, at a specified moment in time. In a collective 
sense, the definition of a connected system relies on preserving the functionality for which 
it was designed, while referring to its access to an Internet network, through which it can 
be controlled remotely. For instance, the use of a smart fitness bracelet becomes relevant 
only when it’s connected to a mobile application, allowing the user for easy access to heart 
rate measurements or burnt calories. As such, it can be stated that an IoT ecosystem can be 
completely characterized by three components, as follows: data measured and stored 
locally, a processing algorithm and a software application installed on a computer system 
(it can be a smartphone or a tablet), for fast user integration. The current challenges 
associated with smart sensor systems refer to stimuli response time improvement, 
streamlining consumption and development costs, ensuring data security, as well as the 
adoption of new sensing materials that lower the pressure on traditional ones [4]–[7]. 
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2.2  Sensors - Overview 
 

2.2.1  Definition 
 
Over the course of time, sensors accompanied and assisted humanity in activities such as 
analysis, monitoring, warning and control for the aeronautics, military, automotive and, 
more recently, medical systems industries. The etymology of the word sensor refers to the 
reception of a physical, chemical or biological stimulus and the transmission of the 
resulting electrical impulse. Essentially, it can be stated that the sensor makes a translation 
between a non-electrical and an electrical quantity, leading to the generation of an output 
signal that can be a current, a voltage or an electric charge. Nowadays, that signal is taken 
over and conditioned by filtering or amplification circuits and transmitted by various 
methods to a beneficiary. This can either be a human operator or another electronic 
equipment that simplifies a decision-making process. Essentially, this is what gives the 
smart attribute to a modern sensor system. 

As sensor systems reach new levels of miniaturization and intelligence, they’re also 
developing expanded data collection capabilities, finding additional areas of use as 
compared to traditional ones. In general, price, performance and size have been considered 
as the main factors in the development of new sensor technologies, but aspects such as the 
sensing material used, energy-efficiency or the way of transferring data have gained the 
same importance in recent years. 
 
 
2.2.2  Applications 
 

Historically, the steam engine, electricity, industrial processes automation, the transistor 
and integrated circuits advent, as well as the widespread use of complex computer systems 
have contributed one by one to the industrial revolutions that humanity witnessed until the 
dawn of the twenty-first century. Behind these remarkable advances was actually the need 
to simplify production processes, reduce human effort, increase precision or work speed. 
The modern information society is building upon these advances, and another industrial 
revolution is synonymous with new branches such as autonomous cars, robotic surgery and 
digital factories. At the same time, it can also be associated with concepts such as the 
Internet of Things, Artificial Intelligence or Machine Learning processes. Sensors are a 
common element amongst all these, placing themselves at the very bottom of the 
information pyramid. 

The doctoral thesis analyzed two areas in which sensors are often used: the automotive 
industry and the medical field. The former has seen a significant increase in the demand 
for sensors, in the context of severe rules to limit carbon emissions, the accelerated 
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adoption of driver assistance systems [8] and autonomous driving or the demand for 
electric vehicles. In this regard, the use of sensors can also be extrapolated to the concept 
of Intelligent Transportation System [9], which relies to a great extent on the platforms 
used to collect and process data on road infrastructure and traffic conditions. Sensors have 
become an integral part of a modern road transportation infrastructure, providing the 
information needed to outline a complete picture of traffic conditions, with data about: 
speed, gauge and number of vehicles, lane occupancy, road condition (humidity, 
unevenness, etc.) [9]. 

Medical applications are the second area referred to in the thesis in terms of the usage 
of sensors, including as being an integral part of an Internet of Things ecosystem. Advances 
in portability, the miniaturization of sensitive devices and associated measurement circuits 
or new ways of transferring and harvesting energy have led to a mutual influence between 
medicine and smart sensor systems. Essentially, they broaden the horizon of detection and 
prevention methods in case of a severe medical condition (e.g., diabetes, cardiovascular 
diseases or cancer), while also facilitating remote monitoring of patients with mild chronic 
conditions or during physical rehabilitation processes. The following list provides a 
landscape of medical applications for which sensors became essential in recent years [10]–
[12]: evaluation of vital signs, monitoring of disease stages, medication’s controlled 
administration, remote patients’ evaluation, endoscopic and laparoscopic surgery, rapid 
medical evaluation at the point of care, environmental conditions evaluation from a medical 
room. 

Moreover, the doctoral thesis presents in a great level of detail the ways of classifying 
sensors according to the detection mechanism and the passive or active character of the 
sensitive element, as well as the main characteristics, which contribute to the designer’s 
decision to use a given sensor in a specific application. 
 
 

2.3  Resistive sensors 
 
The success of resistive sensors is largely due to their availability for a wide range of 
practical applications, such as: thermal or light detection, evaluation of humidity, gas 
concentration, measurement of position or mechanical deformation, etc. In respect to the 
operating principle, a resistive sensor provides information based on changes in electrical 
resistivity, ρ of a material or electrical resistance, R of a device, subjected to a physical, 
chemical or biological stimulus. Electrical resistivity is represented by the opposition that 
a material imposes on the charge carriers when an electric field is applied. Therefore, this 
is the subject of a microscopic phenomenon. This makes the estimation of electrical 
resistivity difficult to achieve with the usual methods involved in the development of 
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electronic measurement systems. By contrast, electrical resistance is a property assigned to 
a component with a well-established shape and size, which makes it easier to measure.  

Ohm's law provides a precise relationship between the voltage applied to a device and 
the current flowing through it, being one of the basic techniques in determining electrical 
resistance. Moreover, if that device is made of a homogeneous material, then its geometric 
characteristics, together with the resistivity of the material, can lead to obtaining R. 
However, Ohm's law, in its classical form, is no longer valid if the sensor has also capacitive 
or inductive elements, while being biased with a current or voltage that varies over time. 
In these cases, the notion of sensor impedance comes into play, and the measurement circuit 
used must evaluate both its real and imaginary parts, at the same time.  

According to the principle of operation and based on the stimuli to which they respond, 
there are several types of resistive sensors, as follows: chemoresistive, piezoresistive, 
magnetoresistive, photoresistive, temperature-resistive or bioresistive. The first category is 
the subject of one of the applications presented in the doctoral thesis and is discussed in 
detail in a later chapter [13], [14], [15]. 

In a practical IoT application, in order to correctly and completely provide the desired 
information, a sensor can be accompanied by both an analog block for acquiring and 
conditioning its signal and a digital one for storage and processing (e.g., a microcontroller). 
When the electrical signal from the sensor's output is generated, it may contain unwanted 
components, requiring filtering, or it may have a very low amplitude (on the order of a few 
mV or μA), requiring amplification. Equally, for modern sensors, designed at the integrated 
circuit level, the format of the digital output signal is an aspect that must be taken into 
account for the adequacy of the communication interfaces available in that system. Figure 
2.1 shows, in a simplified manner, the path taken by the sensor signal, from the application 
of the stimulus to the delivery of the desired information in the system. 

 
Figure 2.1 The generic path taken by the signal coming from a sensor to the delivery of 

the desired measurement information in a given system 

The representation degree of the input stimulus in the output electrical signal can be judged 
either on the basis of a general set of characteristics or particularly, according to the specific 
accuracy and reliability requirements of the given application. Distortions visible on this 
signal can be random or systematic. The latter are generally correlated with design errors, 
material quality, production tolerances or non-compliance with a calibration procedure. 
However, random disturbances are difficult to quantify and can be caused by any electronic 
equipment in the vicinity of the sensor system, including radio interference or noise from 
the power supply. Therefore, for the correct design of the circuits that follow the sensor, 
understanding the noise sources and parasitic elements is essential. A high-performance 
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measurement system must highlight the useful signal coming from it, attenuating noise as 
much as possible.  
 

2.4  Acquisition and conditioning systems for resistive 
sensors – State of the art 

 

The race to develop smart sensor systems is influenced by the growing popularity of the 
Internet of Things concept, which brings to the fore not only opportunities and new 
applications, but also numerous demands. The positioning of the resistive sensors in this 
context underlined the fact that the expectations related to their performance can be equally 
associated with both the sensitive material used and the signal conditioning circuit. 
Following a literature inspection, the doctoral thesis extensively presents measurement 
solutions designed as complex integrated circuits or based on discrete components and 
implemented on a printed circuit board (PCB). This section summarizes works published 
in the last 5 years, where techniques for acquiring and conditioning signals from various 
sensors (gas, pressure, etc.) are proposed, regardless of their resistive excursion. 

In IoT applications, the reduced complexity and efficiency of the area occupied on a 
PCB by a Application Specific Integrated Circuit (ASIC), used in conjunction with a digital 
data processing and transmission unit, have led to research in the field of transconductance 
amplifiers, instrumentation amplifiers and Ʃ-∆ modulators, as essential building blocks of 
such an ASIC. Although the use of an ASIC contributes significantly to reducing the 
complexity of measurement systems, the practical implementation of an integrated circuit 
often reveals prohibitive costs even for series production, at odds with the requirements 
and specifics of IoT applications. As for measurement systems made with discrete 
components, there are authors who still prefer to place the sensor in a Wheatstone bridge 
configuration. Obtaining four perfectly paired sensing elements to achieve a linear bridge 
response is a difficult challenge, so efforts are often focused on linearizing half-bridge or 
quarter-bridge structures. In this regard, various methods have been proposed in literature 
to improve the linearity of these configurations’ output voltage curves [16]–[20]. 

Following the literature synthesis, the current challenges were highlighted: robustness, 
consumption efficiency and production cost and increasing the dynamic range from the 
output of these systems, in order to fit the IoT requirements. Regarding the system 
architecture, in addition to the signal acquisition and conditioning circuit, the need to 
complete it with the following functional blocks is reiterated: microcontroller, power 
supply block, communication block. Each of these blocks has a well-established role in the 
economy of a modern intelligent sensor system, these aspects being extensively 
commented in the thesis. 
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3. Chapter 3 
 
 
 
 

Temperature sensors for IoT medical applications 
 
 
This chapter presents an innovative system architecture for a modular plantar areas 
temperature monitoring solution, with applicability in the prevention of diabetic foot 
pathology. Ulcers in the plantar region represent one of the most common complications 
of diabetes, posing a high risk of lower limbs amputation, which gives this pathology a 
disabling character. The proposed solution, which can fit into an Internet of Things medical 
ecosystem, allows for the simultaneous scanning of both plantar areas of a diabetic patient 
and can lead to an early detection of local inflammations. It consists of two parallel strings 
of digital temperature sensor modules, serially connected to a main board, which facilitates 
the acquisition and data transfer to a computer. The proposed concept was validated with 
the help of a prototype based on 8 measurement modules. The resulting assembly 
demonstrated a measurement resolution of 0.05 °C, a response time of approximately 60 
seconds and showed an average active current consumption of 17 mA. 
 
 

3.1  IoT in medicine 
 

The current medical ecosystem, adhering to the IoT requirements, entails a transition from 
the approach centered on the effects’ treatment regarding certain medical conditions to one 
of prevention and reduction of the risks associated with their occurrence. Based on the 
demonstrated synergy between IoT and smart sensor systems, doctors and engineers can 
now work together in a collaborative and interdisciplinary framework to hasten the use of 
modern technologies as instruments for monitoring and analyzing patients' condition. 
Diabetes, together with its complications represent medical conditions for which the 
adoption of investigational methods based on temperature or pressure sensor systems is 
highly recommended [21]–[24]. In literature there are numerous studies, even recent ones, 
also corroborated with the statistics published by the International Diabetes Federation, 
which indicate the existence of about 550 million patients with diabetes worldwide [25], 
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[26]. On top of that, projections for the next decade reflect an increase to more than 700 
million people belonging to this category. Although this disease is preventable, its 
prevalence in low- and middle-income countries makes it difficult to manage due to poor 
health services.  

The Coronavirus pandemic, in its contribution to the decentralization of medical 
procedures established for diabetic patients, has encouraged research and innovation in the 
field of portable or wearable sensor systems, aimed at providing independence to the 
patient and simplifying the interaction with medical personnel. The statistics previously 
presented make a strong case on the importance of an optimal solution for diabetes 
management, based on a paradigm shift in the efforts of the scientific community, which 
must now be oriented towards new, preventive and non-invasive methods of diagnosis and 
monitoring of its complications. The ability to access sensor data in real time or to create a 
history log for a certain time interval enhances the understanding that the person suffering 
from diabetes has of their condition. This also increases the degree of education and 
accountability regarding compliance with medication and personal care procedures at 
home. Basically, smart sensor systems provide distributed efficiency in medicine on several 
levels, from diagnosis to care costs. 
 
 

3.2  Diabetic foot pathology 
 

Diabetes is a chronic disease inflicted either by the body's inability to handle high blood 
glucose concentrations or by inadequate insulin production. Among the associated risk 
factors we may find the hereditary condition, weight in excess, stress, poor diet or lack of 
regular physical activity. In the absence of early diagnosis and adequate medical treatment, 
it can lead to various complications, usually affecting the cardiovascular system, kidneys, 
vision or even motor function through the appearance of diabetic foot ulcers. The latter, 
commonly known in medical literature under the acronym DFU, represent a disabling 
category of complications, which, over time, cause infections of the plantar area, leading 
to lower limbs amputations.  

From a medical standpoint, there are two fundamental concurring pathologies in the 
occurrence of diabetic foot: neuropathy and vasculopathy [27]. The first generally causes 
a decrease in the sensory capacities associated with pain and temperature and a 
deterioration of the sweating function in the sole, favoring dry skin and the appearance of 
cracks. Complementarily, vasculopathy reveals itself as a peripheral arterial problem, 
which prevents open wounds from healing, also leading to infections in the plantar area. 
The prevalence of this condition is accentuated in the case of diabetic patients who already 
suffer from ischemia in the lower limbs. Interest in methods of early DFU diagnosis or 
investigation has been present in the medical scientific community since the 1970s. 
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Sandrow et al. demonstrated that temperature measurement in the plantar areas of a 
diabetic patient can help identify local inflammations and thus predict the onset of DFU 
[28]. Specifically, the comparison of temperature data resulting from the simultaneous 
monitoring of both plantar areas can assist in the localization of a restricted area where 
inflammation develops. In this sense, the difference most frequently reported in literature 
is 2.2 °C [29]. The comparison applies either to the same area on the sole of both feet, or 
between two areas of the same sole, following monitoring on consecutive days. At the same 
time, studies show that thermal analysis helps patients to avoid applying high pressure to 
the areas thus identified, something that can be achieved with the help of customized shoes. 
However, at present, the procedure of comparing the temperature of the two plantar areas 
is mainly carried out by specialized personnel in a clinical environment. This fact brings 
with it the burden of long waiting intervals between appointments and the population’s 
reluctance to interact with doctors or to visit hospitals. 

In the following paragraphs, the state of the art concerning electronic systems for the 
evaluation and monitoring of diabetic foot pathology will be briefly discussed, 
subsequently followed by the architecture proposed in this PhD thesis. 
 
 

3.3  Temperature sensors acquisition and conditioning 
systems for medical applications – State of the art 

 

In this section, the state of the art regarding sensor systems proposed for the investigation 
of the diabetic foot will be briefly presented. A literature survey was carried out, especially 
among the works published on this topic in the last 5 years. The identified systems, often 
integrated into footwear and textile materials (socks with sensors) or presented as platforms 
that patients can step on, were extensively discussed in the PhD thesis.  

In [30], Drăgulinescu et al. carried out, in a comprehensive manner, a review of the 
smart sock sensor systems published up to that point with the aim of investigating medical 
conditions, gait and locomotion parameters or sports activities. The authors performed a 
segmentation of the identified systems according to the applications they target, pointing 
out the benefits that such a system can have for the investigation of DFU. The paper also 
emphasizes the challenges that researchers in this field face, as follows: the cost of 
developing a prototype, the precision, the measurement surface covered by the sensors, the 
number of participants enrolled in the study, the comfort and ergonomics they benefit from, 
the ways to transfer and the algorithms for the analysis of the experimental data obtained 
[21]–[25], [31]. 

Next, a measurement solution that was found in several of the recently published studies 
is that of a platform that patients could step on for a short, predefined time and that is able 
to offer a thermal map of the plantar surface [32]–[35 ]. A notable example, developed by 
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a company from the United States, is Podimetrics [35]. It is based on a matrix of analog 
temperature sensors (the total number amounts to 2000), arranged under a thermo-
conductive, bacteriostatic and water-resistant coating. Although Podimetrics has been 
certified for commercial use, it has not yet become widely available. Instead, the product 
significantly contributed to the promotion of the procedure of monitoring the temperature 
of the soles simultaneously with a high reccurency (weekly or even daily). Another long 
reported method in literature and still widely employed is the infrared thermometry. It is 
considered a cheap and non-invasive way to collect temperature data, being also one of the 
main methods still used in clinical analysis [36]–[38]. Despite its known simplicity, this 
method does not offer the desired independence to diabetic patients, as the collection of 
images must be, all the time, conducted by a doctor, a caregiver or a relative.  

In the next sections, the proposal for a modular plantar temperature monitoring system 
will be presented, details regarding the practical implementation of a measurement 
prototype will be given and the experimental results obtained with that will be discussed. 
 
 

3.4  Plantar areas temperature monitoring system 
 

3.4.1  DiaMOND system architecture 
 

Among the main objectives of the PhD thesis are the conception, design and practical 
implementation of a temperature monitoring system for the plantar area. The purpose of 
this endeavor is the early detection of the temperature gradient that occurs on the soles in 
the early stages of the installation of the diabetic foot pathology. As such, the acquisition 
system must be able to alert the diabetic patient when a temperature difference greater than 
2.2 °C is detected between two corresponding points in position on both soles, or even 
between two regions within the same plantar surface.  

The block diagram of the proposed architecture for the DiaMOND system is depicted 
in Fig. 3.1 [39]. The main board consists of a microcontroller, a Bluetooth Low Energy 
(BLE) module and a power supply block.  

This subsystem is connected to two parallel strings consisting of modules with 
independent temperature sensors (MS), associated to each plantar region. The MS is an 
essential element of the architecture shown in Fig. 3.1, which provides the DiaMOND 
system with modularity. 
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Figure 3.1 DiaMOND system architecture 

 
This attribute gives the proposal a degree of novelty distributed on two levels. First, it 

provides flexibility in moving the measurement points of interest on the plantar surface, 
depending on the size of each patient's foot. On the same importance level, MS enables the 
user to access real-time temperature data collected from the soles, a fact which can 
eventually facilitate the creation of a heat map of the plantar areas. 

At the same time, the proposal aims to ensure patient independence by designing 
DiaMOND as a portable, battery-powered monitoring system. In this regard, it is proposed 
to use a single voltage domain (VDD), compatible both with the circuits on the main board 
and with the temperature sensors placed on the MS. Portability is also ensured by the 
presence of a BLE module. These features allow easy integration of DiaMOND into a 
medical IoT ecosystem, which would significantly simplify the interaction between the 
patient and his attending physician. 

For the digital communication between the MS strings and the main acquisition board, 
the I2C protocol was chosen. It is widely used in portable electronic systems, having the 
great advantage of a communication through only two signal lines, Serial Data - SDA, 
respectively Serial Clock - SCL. Another important feature of the proposed system is the 
possibility of immediate identification of the sender between the temperature sensor 
modules, each one boasting a unique digital address. The total number of MSs connected 
to the I2C bus can be adjusted according to the physician's requirements or the shape of the 
patient foot. 
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3.4.2  DiaMOND practical implementation 
 

For the DiaMOND architecture depicted in Fig. 3.1 a printed circuit board (PCB) level 
implementation was pursued. As such, a PCB was built for both the motherboard and the 
MS, individually. The selection of parts took into account their cost, current consumption 
and the dimensions of each. Also, for the microcontroller and the temperature sensor, the 
possibility of power supply between 0 V – 3.3 V was considered. Next, the list of the main 
components used is given: 

§ Temperature sensor – MAX30205 [40], Analog Devices (part of MS – Fig. 3.1), 
§ Microcontroller – dsPIC33CK256MP502, Microchip (Fig. 3.1), 
§ Power supply – synchronous Buck converter MCP1603 [41], Microchip (Fig. 3.1). 

MAX30105 is an integrated sensor that provides temperature information in digital form 
suitable for I2C communication. It converts the acquired data using an internal Ʃ-∆ type 
ADC, having a maximum measurement error of ± 0.3 °C, in the range 15 °C – 36 °C [40]. 
Remarkably, the sensor provides up to 32 unique I2C addresses, which theoretically allows 
chaining of 32 modules (MS – Fig. 3.1) in each string connected to the main board (Fig. 
3.1). This can be translated into 32 measurement points spread all over each plantar region. 
The way I2C addresses are selected is facilitated by three address terminals, A0, A1, A2. 
For each terminal there is the possibility of connecting to VDD, GND, SDA, respectively 
SCL. Table 3.1 shows an example regarding the setting of three distinct addresses, 
determined by the change of state A0, A1, A2 [40]. 

Table 3.1 Example of obtaining three different I2C addresses for MAX30205 

A0 A1 A2 I2C address 

GND GND GND 90h 
GND VDD GND 94h 
VDD GND GND 98h 

 
The measurement principle of the MAX30205 involves establishing a strong thermal 
coupling between the surface to be measured (the sole skin of a diabetic patient) and the 
exposed pad of the integrated circuit, which communicates directly with the internal 
sensing element. In the case of the application shown, this was achieved by coupling the 
exposed pad (using 6 vias) to a 1 cm2 Copper area on the Bottom layer of the PCB. This 
surface will be electrically coupled to GND, thus designated as the contact area for 
temperature measurements. The 6 vias are considered identical and have an inner diameter 
of 0.4 mm and a height of 1 mm (the height of the MS PCB itself). The via wall thickness 
was set at 70 μm. The material used for metallization was also Copper. For the proposed 
system, the thermal resistance of a vine was calculated to be ≈ 25 °C/W. Considering that 
6 such structures were clustered on a surface of 2.4 x 1.6 mm2, the equivalent thermal 
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resistance can be approximated to 4 °C/W. PCB height and via hole size are two of the 
parameters that dictate production costs for the sensor modules shown. Figure 3.2 
illustrates the PCB obtained for the MS, with an area of 4 cm2 [39]. The contact area on its 
Bottom layer is surrounded by a thermal barrier formed by holes (without electrical 
connection) with diameters between 0.8 mm and 1.5 mm. Apart from the MAX30205 
sensor (3 x 3 mm2), the MS contains only passive components. 

To deliver the VDD voltage, a synchronous buck converter, MCP1603 [41], was used, 
which ensures an output voltage fixed at 3.3 V and can deliver a maximum load of 500 
mA. The converter works at an internally fixed switching frequency of 2 MHz. The system 
input voltage is normally equal to 5 V, and a value of 4.7 μH was calculated for the storage 
inductor. The input and output capacitors were 10 μF and 4.7 μF, respectively. 

 
a) 

 
b) 

Figure 3.2 PCB of MS: a) Top layer, with MAX30205, b) Bottom layer, with the contact 
area 

To validate the correct operation of the converter, the voltage ripple of VDD and its 
stabilization ramp were tested. The measured start-up time is 356 μs, a perfectly monotonic 
ramp being observed until plateau is reached. The voltage ripple value is 56 mV, which 
represents < 2% of the nominal value of VDD (3.3 V). 
 
 
3.4.3  Experimental results 
 

To demonstrate the performance of the DiaMOND system, a prototype was assembled with 
8 sensor modules (hereinafter referred to as MS1 – MS8), connected to the main board. 
The input voltage was kept at 5 V and the sensor acquisition rate was set at 1 
sample/second. The connection between the modules was made with four Copper wires, 1 
mm in thickness and 2 cm long each. The connection to the main board was provided with 
the same type of wires, but 6 cm long. The assembled prototype is illustrated in Fig. 3.3.  
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As a first step, a test was carried out at ambient temperature, without skin contact. This was 
meant to highlight the accuracy and pairing degree of the 8 modules. The obtained result 
is presented in Fig. 3.4 [39]. 

 
Figure 3.3 DiaMOND prototype, 8 MS boards serially connected to the main board 

 
Figure 3.4 Ambient measuremts, with 

MS1 – MS8 

 
Figure 3.5 The result of contact areas 

thermal coupling for MS2 and MS4 

The total acquisition time was three minutes. It can be noted that during all this period, the 
response of the 8 modules remains similar, falling between 27.9 °C and 28.2 °C. At the 
same time, the difference between the most disparate points of the 8 curves (green points 
– Fig. 3.4) was also calculated. In this case, an average value of approximately 0.19 °C 
resulted. This value can be attributed to natural temperature fluctuations within the room 
where the test was carried out. As such, a very good uniformity degree can be noted among 
the 8 assembled sensor modules. 

Next, based on the graph shown in Fig. 3.4, two modules, MS2 and MS4, were selected 
to confirm their pairing by thermally coupling the contact areas of each other. The result of 
this test is presented in Fig. 3.5. An excellent matching of the values acquired by the two 
modules can be observed, the average calculated difference being < 0.05 °C (green dots – 
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Fig. 3.5). As such, the measurement accuracy of the presented prototype plainly covers the 
performance requirements imposed by the diabetic foot pathology (∆T exceeding 2.2 °C). 

To confirm the performance of the acquisition system in a real use-case, skin contact 
measurements were also performed. Figure 3.6 shows the result obtained from a three-
minute test performed on the plantar skin of a healthy adult, using the MS1 and MS2 
modules. The distance of 2 cm between them was maintained. The acquisition system was 
able to detect a constant temperature difference after only 60 seconds. This is highlighted 
by the blue curve, which is the local average of 10 consecutive samples from the difference 
data (MS1-MS2) (green dots – Fig. 3.6). For a healthy adult, this average is < 0.2 °C, but 
the detection itself of such a small value places guarantees regarding the monitoring of a 
diabetic foot with the method proposed in this thesis. 

Additionally, the response time of the presented prototype was evaluated. Modules MS1 
and MS2 were employed again. The first was placed on the forehead and the second on the 
tip of the index finger. Simultaneously, these two regions were monitored with medical-
grade thermometers (T1, T2). The result of this test is given in Fig. 3.7, while Fig. 3.8 
shows the temperature difference between the two areas. 

 
Figure 3.6 Skin contact measurements performed on a plantar area with MS1 and MS2 

 
Starting from the modules MS1 and MS2 positioning, the difference recorded between 
them (∆T ≈ 2.3 °C) is very close, in order of magnitude, to the value of interest indicated 
for DFU in the specialized medical literature. The stabilization time was about 60 seconds 
in this case as well (blue curve – Fig. 3.8). The method of averaging over 10 consecutive 
samples was employed again. 



20 
 

 
Figure 3.7 Skin contact tests, MS1 – 

forehead, MS2 – index finger tip 

 
Figure 3.8 Temperature difference 
recorded between MS1 and MS2 

 
 

3.5  Conclusions 
 

In this chapter, a plantar temperature monitoring system was proposed, with potential for 
use in the prevention of diabetic foot ulcers. According to medical procedures, affected 
tissue within the plantar area can be detected by a comparative temperature analysis. The 
analysis targets the temperature gradient occurring either between two corresponding 
regions of both soles or between two distinct regions of only one. In order to functionally 
validate the system proposal, a prototype based on 8 modules with temperature sensors was 
practically implemented. The measurement resolution of 0.05 °C, the response time of 
about 60 seconds and an average consumption in active acquisition mode of only 17 mA 
were highlighted. As such, the prototype implemented for the DiaMOND architecture (Fig. 
3.1) qualifies for battery supply, this being an essential feature of a portable medical system 
designed for measurements made in direct contact with the patient's skin. Adherence to IoT 
requirements, tailored for the medical field, is also ensured. It should be noted that this 
stage of the prototype’s functional validation – previously presented – did not include tests 
on diabetic patients. However, the implementation considerations discussed and the results 
obtained provide a solid starting point for the development of a complete system, which 
allows simultaneous scanning of the plantar areas. 
 



21 
 

 
 

4. Chapter 4 
 
 
 
 

Chemoresistive sensors for humidity evaluation 
 
In this chapter, an innovative system architecture for a smart sensor is proposed, starting 
from a Wheatstone bridge configuration. Apart from the sensitive element itself and the 
signal-conditioning circuit, the proposed concept includes a power supply block, a 
microcontroller and a data transmission module. The conditioning circuit converts the 
sensor's resistive gradient into a rectangular signal with variable duty-cycle. The targeted 
sensing elements are chemoresistive sensors [14], [15], [42], for which base resistances 
vary with exposure to humidity. These sensors are based on composite nanocarbon 
materials, specifically oxyfluorinated carbon nano-onions (ox-CNOs-F). Starting from the 
theoretical analysis, two system prototypes are designed and successively implemented at 
the printed circuit board level to confirm the validity of the proposed operating principle.  
 
 

4.1  Chemoresistive sensors based on CNO 
 
4.1.1  Chemoresistive sensors in IoT applications 
 

The demand for resistive sensors has increased in recent years, as they find their utility in 
applications such as temperature, humidity, gas concentration or mechanical strain 
detection. The success of this family of sensors has been determined by their simplicity 
and availability, aspects that can help in designing and obtaining – for a low cost – versatile 
readout circuits. The performance demonstrated by a resistive sensor can be equally 
attributed to the sensing material used and its acquisition and conditioning circuitry. 
Nowadays, the Internet of Things – living its finest hours – represents an important vector 
in the acceleration of research - development - innovation activities in the field of materials 
and technologies for resistive sensors. At the same time, IoT expands the range of possible 
applications to agriculture or the medical area, but also brings to the fore increased 
demands in terms of cost, miniaturization, robustness, connectivity or data protection. 
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Specifically, resistive sensors easily fit in greenhouse or residential air quality monitoring 
applications, which involve the use of dozens of such devices in a matrix of interconnected 
acquisition systems [4], [43]–[45 ]. For example, relative humidity can have a significant 
impact on health and the environment, being perceived as a comfort indicator. This 
parameter, further noted with the acronym RH and usually expressed as a percentage, 
represents a measure of the amount of moisture in the air relative to the maximum level of 
moisture that the air can retain at a certain temperature. 
 
 

4.1.2  Considerations on humidity CNO sensors 
 

At the present time, humidity has gained particular importance in the control of various 
processes in the chemical, pharmaceutical, wood processing, food industry, or in 
agriculture and in the production of integrated circuits [4], [46], [47]. For the sensors used 
in these applications, beyond the traditional characteristics analyzed (price, dimensions, 
detection mechanism, sensitivity), the sensitive material distinguishes itself as a defining 
performance criterion.  

Nanocarbon materials (e.g., nano-onions, nano-tubes or nano-horns) and fluorinated 
polymer membranes have attracted the interest of the scientific community as sensitive 
layers for RH monitoring [48], [49], [50]. Recently, promising results in the monitoring of 
relative humidity obtained with oxidized Carbon nano-horns have been reported [14], [15], 
[42], [51]. These are hydrophilic nanomaterials with excellent conductivity and high 
specific surface area. In all reported situations, the measured resistance of the sensor 
increased proportionally to that of the RH level. In turn, Carbon nano-onions (CNO) can 
represent a solution for obtaining chemical sensors. This type of structure was discovered 
in 1992 and is presented in the form of quasi-spherical or polyhedral graphitic layers of 
Carbon atoms [52]. CNOs naturally have low solubility in aqueous or organic solvents due 
to the strong intermolecular interaction driven by van-der-Waals forces. Therefore, the 
chemical functionalization of this nanomaterial has been investigated, resulting in various 
synthesis strategies, either for adding functional chemical groups or for decorating the 
CNO surface with polymers [52], [53]. IMT Bucharest recently developed sensitive layers 
based on oxyfluorinated CNOs (ox-CNOs-F) nanocarbon materials for obtaining resistive 
sensors for RH [54]. The following notations were used in the doctoral thesis: PVA – 
polyvinyl alcohol, water-soluble polymer, PVP – polyvinylpyrrolidone, water-soluble 
polymer, PL – Plumeria Latex, PEDOT:PSS – poly (3,4-Ethylene-dioxytriophene) 
polystyrene sulfonate, conductive polymer, IPA – isopropyl alcohol, colorless solvent, 
DMF – dimethylformamide, colorless solvent, IDT – interdigital transducer. Also, the 
thesis describes in detail a technological process example used by IMT Bucharest to obtain 
the ox-CNOs-F type material, listing as well the advantages of using materials of this type 
[54]. 
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4.1.3  Impedance measurements 
 

For a better understanding of the electrical properties of chemoresistive humidity sensors, 
it was aimed to determine the impedance of such a structure. The doctoral thesis presents 
in detail the results of the frequency characterization, carried out on two sensors based on 
CNO, in a proportion of 85% [55]. The two samples differed only in the polymer added to 
the composition (one structure with PVA, the other with PVP). The identification 
parameters of the sensors are presented in Table 4.1. 

Table 4.1 Identification parameters for the CNO sensors electrically tested 
 
 

No. 
 

Chemical compound 
 

Dilution 
ratio 

 

IDT 
substrate 

 

IDT trace 
thickness (μm)* 

 
 

Abbreviation 

1 85% CNO + 15% PVA 1:100 Polyimide 25 CNO-25-PVA 
2 85% CNO + 15% PVP 1:100 Polyimide 25 CNO-25-PVP 

* Note: For each of the sensors listed above, the distance between IDT traces is equal to their thickness. 

The test procedure used involved the application of a continuous voltage (VDC of 0 V, 1 
V or 2 V), over which a dynamic signal with variable amplitude and frequency was 
superimposed: VAC of 10 mV, 50 mV and 100 mV respectively, fpol between 1 kHz and 10 
MHz. To model the impedance of the sample, a parallel R-C group (hereafter denoted as 
RP, CP) was chosen. Additionally, the effect of temperature on the structures was analyzed, 
starting from room temperature, up to 70 °C. Some of these measurements are given in Fig. 
4.1. In all the cases studied in the thesis, the measurements confirmed the resistive behavior 
of the investigated samples. The CNO-25-PVA sensor (Fig. 4.1a) shows a pronounced 
decrease in its resistance (from 15 kΩ to 10 kΩ) when the excitation voltage VDC increases 
up to 2 V. The three resulting resistance values remain constant until 400 kHz. Regarding 
the CNO-25-PVP structure, albeit it shows the same tendency to decrease the RP 
resistance, the effect in this case takes place in a much narrower range (remaining around 
2 kΩ). In contrast, the RP resistance of the two sensors does not depend on the amplitude 
of the dynamic signal superimposed over VDC (Fig. 4.1b). This indicates the stability these 
structures will have when coupled in a circuit subjected to electromagnetic radiation. 
Regarding the parallel capacitance (CP) it was found that both samples register a slight 
decrease in this value over the entire tested frequency range. In contrast, the capacity of 
both sensors was shown to be very little affected by variations in the dynamic signal, VAC. 

For the study presented in the doctoral thesis, it was preferred to place the CNO sensors 
in a Wheatstone bridge type structure, polarized with constant voltage. Considerations 
regarding cost and broad implementation possibilities were taken into account. The utility 
and advantages of the Wheatstone bridge have been outlined in the thesis. It should be 
noted that, in the case of a resistive element inserted in such a structure, the quantity of 
interest at the output is the differential voltage read on the diagonal of the bridge. 
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a) b) 

Figure 4.1 a) RP as a function of fpol for 3 VDC values; b) RP as a function of  fpol for 3 
VAC values 

Given that experimentally obtaining four or even two perfectly paired sensitive elements 
might be a difficult attempt, it was decided to use the quarter-bridge configuration, with a 
single CNO sensor and three fixed resistors. This can lead to satisfactory output linearity, 
as long as sensors with moderate resistive excursions are used [13], [56], [57], [58]. The 
fact that the bridge itself does not offer possibilities to amplify the signal resulting from the 
sensor highlights the need for a conditioning block on the next stage. The amplification 
function is often the core of the conditioning block, because a level boost for the useful 
signal is essential in sensor systems that provide measurement information in a digital 
format. In the next sections, the proposed conditioning system for CNO sensors will be 
presented, with its measurement principle, practical implementation and experimental 
results, obtained on the model of a sensor with moderate resistive excursion (20% deviation 
from the nominal resistance). 
 
 

4.2  CNO sensors conditioning system (CSU) 
 

Amongst the important objectives of the doctoral thesis are the conception, design, 
simulation and practical implementation of a conditioning system for CNO humidity 
sensors, in order to integrate them into IoT ecosystems for monitoring the environment or 
some industrial processes. Figure 4.2 presents the block diagram of the CSU system 
architecture, proposed for reading CNO chemoresistive sensors. The functions of the 
circuit are acquisition and conditioning of the signal from the output of the actual sensor 
(Sensor – Fig. 4.2). In the quarter-bridge configuration shown, it can be modeled as a 
variable resistor, having a nominal resistance equal to RS and a positive variation ∆RS. For 
bridge swing, the value of the other three resistors is also equal to RS. In this way, the 
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differential voltage on the diagonal of the bridge, depending on the bias voltage (VDD), 
the fixed resistance RS and the variation ∆RS, is given by the formula [59], [60]: 

															VA - VB = 
VDD

2  ∙ 
∆RS

2 ∙ RS + ∆RS
 (4.1). 

 

 
Figure 4.2 Architecture of the signal-conditioning system proposed for CNO 

chemoresistive sensors 
In a simplified manner, the measurement principle of the proposed system can be described 
in two stages. In the first instance, an amplification is performed for the difference (VA - 
VB), with a gain factor conveniently set within the amplification block. Then, the resulting 
voltage is compared with a triangular signal of fixed amplitude and frequency. Thus, the 
microcontroller will receive a duty-cycle modulated rectangular signal, also having a fixed 
frequency, equal to that of the triangle. This signal will actually contain the information 
given by the sensor’s evolution (RS + ∆RS), through the proportionality between the duty-
cycle (precisely the pulse period, TON) and its resistive gradient, ∆RS (Sensor – Fig. 4.2). 
The detailed implementation of the signal amplification block, B1 is shown in Fig. 4.3. The 
operational amplifiers U1 and U2 are connected in a buffer configuration and serve to 
maintain the integrity of the differential voltage coming from the bridge, (VA - VB), by 
isolating it from the next stage. 

 
Figure 4.3 Amplification block B1 schematic 

A key element of the circuit shown in Fig. 4.3 is the difference amplifier formed by U3, 
accompanied by resistors R1 – R4. It conveniently amplifies the voltage difference collected 
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from the detector bridge and, at the same time, reduces the errors introduced by the offset 
voltages at the inputs U1 and U2 or by the imperfect pairing of the RS elements (Fig. 4.2). 
The voltage at the output of U3 (Vdiff) can be calculated by applying the superposition 
theorem. As such, the finally employed relation is: 

								Vdiff  =  Ad ∙ (VA - VB) = 
R!

R1
 ∙ (VA - VB) 

(4.2). 

This signal will be discriminated by means of a comparator (U4 - Fig. 4.2) against a 
triangular one, of fixed frequency (ftri) and amplitude (Vtri), generated by the 
microcontroller (Fig. 4.2). This operation will determine the generation of a duty-cycle 
modulated rectangular signal, as a function of the resistive variation of the sensor (Sensor 
– Fig. 4.2). Specifically, the output of U4 will have a frequency equal to that of the triangle 
signal (ftri) and will rise in amplitude up to the value of the comparator’s supply voltage 
(VDD – Fig. 4.2). Therefore, the ON time of the resulting square-wave signal can be 
determined as a function of Vdiff, as follows: 

												T"# 	= 	T	 ∙ 	
V$%&&
V'(%

	 (4.3) 

, where T is the period of the comparator’s output signal (1/ftri). 
Finally, the dependence between the pulse width – TON and ∆RS can be expressed, with the 
help of formulas (4.1), (4.2) and (4.3), as: 

						TON =  k ∙	
∆RS

2 ∙	RS + ∆RS
 (4.4) 

, where 

							k	 = 	
A$ ∙ VDD ∙ T
2	 ∙ 	V'(%

 (4.5). 

In relation (4.4), k represents the factor that indicates the sensitivity of the conditioning 
circuit (Fig. 4.3). According to relation (4.5), the its value increase can be determined only 
by adjusting Ad or T, since any intervention on VDD or Vtri can either elevate the system 
consumption or create instability in the operation of comparator U4. The gain of the 
differential amplifier (R1 – R4 and U3 – Fig. 4.3) indicates the smallest step ∆RS that can 
be detected by the proposed CSU system.  

The microcontroller (Fig. 4.2) represents an essential component in the operation of the 
proposed CSU system. Its contributions consist of generating the triangular signal (Vtri), 
reading the rectangular signal from the output of comparator U4 and controlling the power 
supply. For practical reasons, the microcontroller is powered from the same voltage source 
(VDD – Fig. 4.2) as the Wheatstone bridge or the amplification block B1. 
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4.3  CSU practical implementation 
 

The architecture of the conditioning system shown in Fig. 4.2 was designed and 
parcatically implemented at printed circuit board level, using off-the-shelf components. 
The main blocks from the scheme were selected taking into account efficiency, 
consumption and dimensions as follows: 

§ U1, U2, U3 – OPA317 operational amplifier [61], Texas Instruments, (Fig. 4.3), 
§ U4 – LMV761 precision comparator [62], Texas Instruments, (Fig. 4.2), 
§ Microcontroller – dsPIC33CK256MP502 [63], Microchip (Fig. 4.2), 
§ Power supply – MCP1603 synchronous Buck converter [41], Microchip (Fig. 4.2). 

In choosing the components for U1 - U3, as well as U4, the possibility of operation with 
asymmetric power supply, i.e., between 0 V - VDD, was taken into consideration. For the 
preliminary validation of the proposed conditioning principle, the model of a resistive 
sensor with a small swing (e.g., 20% deviation) was considered. Therefore, the variation 
of the sensitive element (Sensor – Fig. 4.2) was practically modeled by an ensemble 
consisting of a fixed resistor of 51 Ω, in series with a multi-turn potentiometer of 10 Ω (25 
turns). The gain of the differential amplifier (R1 – R4, U3 – Fig. 4.3) was set to 10. 

For comparator U4, a hysteresis window of 33 mV has been established - useful in the 
situation where the differential voltage (Vdiff) applied to its inputs is very close to the offset 
voltage, in other words when Vdiff takes any value close to the amplitude of the triangle, 
Vtri. Finally, Fig. 4.4 illustrates the practical realization of the CSU measurement system, 
showing a double-layer PCB of 6 x 4 cm2 [60]. 

 
Figure 4.4 Implemented CSU system prototype (Top Layer view)  

To demonstrate the linearity of the conditioning system with respect to the response of the 
sensitive element, the dependence between TON and ∆RS was evaluated for resistive 
variations in the range of 51.4 Ω and 61 Ω. Beforehand, the functionality was validated 
through Spice simulations using the catalog features of the previously listed component 
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blocks as input data. It was observed that an increase in ∆RS of only 0.4 Ω causes a pulse 
expansion by 23 μs, at the output of comparator U4. This resolution is essential for the 
correct operation of the microcontroller, located in a measurement system designed in the 
first instance for sensors with small resistive swings (20% increase in this case). In 
addition, the simulations performed confirmed the proportionality between TON and ∆RS. 
The role of the microcontroller and the manner in which it is fulfilled have been extensively 
described in the thesis. For each turn of the potentiometer, the deviation ∆RS was precisely 
measured with a GDM8341 GW Instek digital multimeter, before recording the 
corresponding value of TON. The experimental measurement setup was completed with a 
voltage source – E3642, which provided the input voltage (5 V) and with a digital 
oscilloscope – DSOX1204, both from Keysight Technologies. The experimental transfer 
characteristic of the proposed smart sensor is given in Fig. 4.5, together with the theoretical 
and simulation results. The proposed conditioning system demonstrated good performance, 
corroborated by a linearity coefficient of 99.95% (Rlin2 ), resulting from a linear fit 
performed on the experimental curve, while the sensitivity was calculated at 57.71 μs/Ω. 
Specifically, Rlin2  indicates an excellent agreement between the mathematical model 
(relation (4.4)) and the data obtained from the measurements, reinforced by a maximum 
relative error of only 1.8%. The latter can be attributed to the offset voltage of the 
operational amplifiers (Fig. 4.3), the ripple of the VDD voltage or the inaccurate matching 
of the fixed elements in the bridge (RS – Fig. 4.2). 

The working principle of the conditioning system for CNO chemoresistive sensors 
proposed in Fig. 4.2 was theoretically analyzed, verified by simulations and experimentally 
validated on a prototype implemented on a PCB (Fig. 4.4). 

 
Figure 4.5 Pulse width TON as a function of the sensitive element resistive variation: 

theoretical values (blue) – based on (4.3), simulated values (green), experimental 
values (red), relative error (orange) 

The presented implementation provides a starting point for the development of a smart 
sensor, aligned to IoT requirements. However, the CSU system in its current form has two 
major limitations. The first relates to the gain setting of the differential amplifier (U3, R1–



29 
 

R4, Fig. 4.3). At this moment, it is necessary to modify at least two resistors (R3, R4 – Fig. 
4.3) to obtain a new amplification factor. The second limitation refers to the existence of a 
single voltage range (3.3 V) for the entire system (VDD – Fig. 4.2), including the bridge 
bias. In the presented situation, the detector bridge together with the emulated sensor 
(Sensor – Fig. 4.2) determined a consumption > 50 mA. Therefore, in the following 
sections, an improved variant of the CSU, capable of covering a wider range of 
chemoresistive sensors, will be presented, starting from the same operating principle. 
 

4.4  CSU optimization 
 

4.4.1  Optimized CSU electrical schematic  
 

The block diagram of the improved architecture is shown in Fig. 4.6, this graphically 
highlighting the most important integral blocks. The purpose of the optimizations was to 
increase the versatility of the proposed conditioning system and to expand the range of 
CNO sensors it can work with. The aim was to increase the measurement resolution and 
make the current consumption more efficient. Among the additions to the block diagram in 
Fig. 4.2 note the bridge bias control block (B1) and the adjustable gain amplification block 
(B2). Changes were also made to the power supplies, mainly by separating UD3V3 and 
UA3V3, in order to reduce costs and establish a controlled start-up sequence. In this way, 
the system avoids having the amplification block (B2) or the comparator U1 (Fig. 4.6) 
powered before the bridge is connected. 

 
Figure 4.6 Optimized CSU system architecture 

The quarter-bridge configuration is maintained, with the sensor still being modeled as a 
variable resistor, with nominal resistance equal to RS and a positive variation ∆RS. The 
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value of the other three elements also remains equal to RS. The signal obtained at the output 
of comparator U1 will again contain the information taken from the sensor (RS + ∆RS), 
through the proportionality between the duty-cycle (the pulse width, TON) and its resistive 
gradient, ∆RS. 

At the same time, Fig. 4.6 highlights the increased control that the microcontroller exerts 
over the analog interface in the optimized CSU system. Therefore, to manage power 
consumption and ensure compliance with IoT requirements, this topology includes a 
digitally controlled bias block (B1 – Fig. 4.6). In this regard, a control loop between the 
analog and digital part (microcontroller) was proposed, which ensures both the delivery of 
a suitable bias voltage for the bridge (decided following an a priori measurement of the 
CNO sensor resistance), as well as the sequential coupling of the sensitive structure to this 
potential. Figure 4.7 shows the bias block control mechanism in detail. The bridge bias 
voltage, hereafter denoted VBRIDGE, is generated by means of the LDO stabilizer U2. It is 
directly connected to the system input voltage (Vin – Fig. 4.6) and can be activated or 
deactivated (via the EN VBRIDGE signal) depending on the measurement protocol. For the 
optimized CSU version, VBRIDGE can be less than or equal to UD3V3 (Fig. 4.6). At this 
moment, the differential voltage on the diagonal of the bridge will be calculated with the 
relation (4.6), similar to the previous variant (4.1), but amended by the presence of VBRIDGE 
voltage: 

															VA -	VB = 
VBRIDGE

2  ∙ 
∆RS

2 ∙ RS + ∆RS
 (4.6). 

 
Figure 4.7 Wheatstone bridge bias block 

The implemented circuits for UD3V3, UA3V3 and VBRIDGE were analyzed in detail in the 
thesis. At the same time, B1 also offers the possibility to evaluate the current drawn by the 
bridge structure, once it is connected to the acquisition and conditioning system. This is 
possible thanks to the U3 amplifier. In a measurement system using the Wheatstone bridge, 
this can often be considered the largest current draw contributor. Thus, sending VCSA to a 
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channel of the analog-to-digital converter (ADC) in the microcontroller, allows the system 
to detect when a pre-set consumption threshold for the bridge has been exceeded, which 
will automatically lead to the reduction of the output voltage of the U2 regulator (controlled 
by the Bias Control signal). Its complete wiring schematic has been covered in detail in 
the thesis. Consequently, the current required by the Wheatstone structure will be reduced. 
This mechanism presents advantages for the energy budget of the entire system, under the 
previously mentioned conditions. The configuration of block B1 (Fig. 4.7) also allows the 
reading of the VBRIDGE bias voltage reaching the bridge after RSHUNT. This facilitates then 
a digital compensation of the losses generated by the RSHUNT series element, in order to 
improve the reading accuracy of the bridge differential voltage. 

Next, it is proposed to use an integrated instrumentation amplifier (INA), as the central 
element of the block that succeeds the bridge (B2 – Fig. 4.6), thus increasing the flexibility 
of the amplification operation. Unlike the previous configuration (Fig. 4.3), it provides the 
possibility of adjusting the amplification factor for the signal coming from the detector 
bridge, by conveniently connecting a group of resistors to the gain terminals of the 
integrated circuit. In fact, both measures serve a single purpose, which is to increase the 
dynamic range of the system output. The way in which proportionality is ensured between 
the differential voltage on the diagonal of the Wheatstone bridge (VA - VB) and the output 
of the amplifier block B2 is shown in Fig. 4.8, exemplifying the possibility to obtain 
multiple gain values for INA, depending on the chosen measurement procedure. 

 
Figure 4.8 Amplification block for the signal extracted from the Wheatstone bridge 

The Gain Control signal bus helps to set the gain for U4, by carrying control signals from 
the microcontroller that open or close the channels of 3 integrated switches. By 
conveniently choosing three different values for RG1 – RG3 this scheme can lead to a 
maximum of 7 gain values (Ad) for INA. At the same time, there is also the option for U5, 
together with the resistive divider of R1 and R2 to provide a voltage reference for U4. The 
presence of this voltage is particularly useful for CNO sensors with small resistive 
excursion (i.e., a deviation of 10% – 20% from the nominal resistance) in order to reduce 
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the gain values for INA. In this way, according to U5 and together with the value of the Ad 
factor, the voltage at the output of the instrumentation amplifier U4 is given by the formula: 

												VINA_OUT	= VREF	+ Ad ∙	(VA	- VB) (4.7). 

The VINA_OUT value obtained like this (Fig. 4.8) takes the minimum TON pulse width into a 
region that allows the microcontroller to read it even at a lower internal clock frequency (< 
100 MHz). This fact essentially contributes to the conservation of the energy consumed by 
the microcontroller. The TON parameter can be further obtained using the same (4.3) 
relation. In the next paragraphs, the practical implementation of the optimized CSU is 
presented, the simulation validation of the new architecture is performed, and the 
experimental results obtained under laboratory conditions with different CNO sensors are 
presented. 
 
 
4.4.2  Optimized CSU practical implementation 
 

The CSU architecture obtained following the additions shown in Fig. 4.6 was practically 
translated to the PCB level with discrete components in order to evaluate its performances. 
The design of the main blocks of the optimized CSU system also considered the possibility 
to operate only with asymmetric power supply (0 V – 3.3 V). The use of a single voltage 
domain can qualify the proposed system for subsequent battery supply, increasing its 
portability. Therefore, component selection included: 

§ U1 – MAX9030 comparator [64], Analog Devices (Fig. 4.6), 
§ U2 – MAX8902A linear regulator [65], Analog Devices (Fig. 4.7), 
§ U3 – INA180 current amplifier [66], Texas Instruments (Fig. 4.7), 
§ U4 – INA317 instrumentation amplifier [67], Texas Instruments (Fig. 4.8), 
§ U5 – OPA317 operational amplifier [61], Texas Instruments (Fig. 4.8), 
§ Microcontroller – dsPIC33CK256MP502 [63], Microchip (Fig. 4.6), 
§ UD3V3 supply – ADP1715 linear regulator [68], Analog Devices (Fig. 4.6). 

In order to evaluate the current drawn by the Wheatstone bridge, a 5 Ω shunt resistor 
(RSHUNT) was placed in series with the VBRIDGE line. To read the voltage drop on this 
component, the INA180 current amplifier (U3 – Fig. 4.7) was selected. For the proposed 
application, the RSHUNT resistor was combined with the amplifier variant featuring a gain 
value equal to 100. In this way, the resulting circuit will be able to measure the current 
values consumed by bridge configurations with equivalent resistance ranging between 500 
Ω and 50 kΩ. In fact, this range indicates the nominal resistances of the CNO sensors the 
detector bridge can be equipped with. Within the amplifier block B2, the OPA317 together 
with the resistive divider consisting of R1 and R2 is used for the option to generate the 
reference voltage required in certain situations for the INA317 (U4 – Fig. 4.8). An 
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important advantage of the amplifier block configuration (B2 – Fig. 4.8) is the flexibility 
in setting the gain. This is facilitated by the Gain Control signal bus, composed of 3 control 
signals coming from the microcontroller (Fig. 4.6), each one associated with an integrated 
switch. 

In the case of the supply voltage, UD3V3 (Fig. 4.6), the use of a low-dropout type linear 
stabilizer (LDO) was proposed. Unlike the original CSU variant, where a synchronous 
buck converter was used, the LDO regulator allows to eliminate the noise introduced by 
the switching node of the converter. Therefore, the bridge bias voltage (VBRIDGE) is also 
generated by an LDO (U2 – Fig. 4.7). VBRIDGE is typically set to 3.3 V, but can take different 
values, as low as 1.8 V. 

Following a thorough check of the comparator circuit used in the previous CSU version 
(U4 – Fig. 4.2), the presence of parasitic switching in its output signal was observed. This 
behavior was consistently present for various arrangements of the Wheatstone bridge (Fig. 
4.2). The solution found for this problem was detailed in the PhD thesis, with the optimized 
CSU system variant showing "clean" transitions for both edges. The original comparator 
component was therefore changed to MAX9030. 

Figure 4.9 shows the 3D model of the resulting printed circuit board and highlights the 
main building blocks of the improved architecture. It was also aimed to preserve the 
original dimensions of the PCB, at 6 x 4 cm2 (Fig. 4.4). For the bridge structure, a separate 
PCB was made, which will be attached to connector P3, located in the upper-left part of 
Fig. 4.9a. To test the correct operation of the measurement system, together with a wide 
range of resistive sensors, this wiring was provided with sockets for the RS positions (Fig. 
4.6) and a multi-turn potentiometer placed in series with the RS to emulate the sensitive 
element variation (Sensor – Fig. 4.6). Also, this is useful for CNO sensors with nominal 
resistance outside the usual values. The structure formed like this is illustrated in Fig. 4.10. 

  
a) b) 

Figure 4.9 3D model of the PCB created for the optimized CSU system: a) Top Layer 
view, b) Bottom Layer view 
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Figure 4.10 Quarter-bridge configuration with sockets for RS and a multi-turn trimmer 

for ∆RS 

 

4.5  CNO sensors measurements with optimized CSU 
 

4.5.1  Optimized CSU electrical verification 
 

This section aims to evaluate the performance of the proposed conditioning system (Fig. 
4.6) in various laboratory conditions, in order to obtain a linear dependence between its 
output and the sensor response. In the first instance, an electrical check of the main circuit 
nodes was carried out, for two different values of the sensitive element (Sensor – Fig. 4.6). 
Thus, the RS positions (Fig. 4.6) were populated with resistors of 2.74 kΩ (1%) [51], and 
the structure that models the sensor variation was manually increased from 2.94 kΩ to 3.14 
kΩ, by changing the potentiometer value by 200 Ω. The triangular signal, created by the 
microcontroller, had an amplitude of 2.5 V, a period equal to 1 ms and a DC component of 
0 V. Similar to the measurement procedure presented in section 4.3, the RS and ∆RS values 
were precisely determined using a GDM8341 GW Instek multimeter, prior to each 
experimental step. The test assembly was completed with the same equipment. For these 
two cases, Table 4.2 presents a comparison between the TON values obtained in the cases 
of theoretical calculation, Spice simulation and experimental measurement. 

Table 4.2 Comparison on the TON pulse width for VCOMP_OUT 
 

RS + ∆RS (kΩ) 
TON pulse width of VCOMP_OUT (μs) 

Theoretical Simulated Measured Deviation* 
2.94 732.44 732.9 735.7 0.38% 
3.14 797.8 798.06 803 0.62% 

   *Note: The deviation was calculated as a relative error between simulations and measurements. 
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The discrepancies shown through the Deviation column in Table 4.2 can be credited to 
the offset voltage at the input of the INA317 (U4 – Fig. 4.8), estimated in this case to be 
about 100 μV [67], the variations of the VBRIDGE power supply and the mismatch among 
the RS values (Fig. 4.6), from the Wheatstone quarter-bridge configuration. Albeit specified 
with a nominal resistance of 2.74 kΩ, the individually measured values for these resistors 
were in the range of 2.735 kΩ – 2.738 kΩ. 

To achieve an experimental validation for the whole interface, i.e., detector bridge – 
optimized CSU system, under laboratory conditions, CNO chemoresistive humidity 
sensors, based on nanocarbon composite materials, were selected. Each one showed 
resistive variations in the presence of humidity – mainly in the range of 1 kΩ – 10 kΩ [14], 
[15], [69]. Table 4.3 shows the list of CNO humidity sensors, developed by IMT Bucharest 
and selected for measurements with the optimized CSU system. Structures made with PVA 
polymers were mainly chosen, except for two sensors – based on PL. 

Table 4.3 Identification parameters for the CNO sensors  tested with optimized CSU 
 

No. 
 

Chemical compound 
 

Dilution 
ratio 

 
IDT substrate 

 

IDT trace 
thickness (μm)1 

 
Abbreviation 

1 85% PEDOT: PSS + 15% PVA 1:100 Polyimide 50 PSS-50 
2 85% CNO + 15% PVA 1:50 Polyimide 50 CNO-50-1 
3 33% CNO + 33% PL+ 33% SS 1:502 Polyimide 50 CNO-50-2 
4 85% CNO + 15% PVA 1:50 Polycarbonate 10 CNO-10 
5 85% CNO + 15% PVA 1:100 Polyimide 25 CNO-25-1 
6 85% CNO + 15% PVA 1:50 Polyimide 25 CNO-25-2 
7 85% CNO + 15% PVA 1:50 Polyimide 25 CNO-25-3 
8 50% CNO + 50% PL 1:503 Polyimide 25 CNO-25-4 

1 For each of the sensors listed above, the distance between IDT traces is equal to their thickness. 2 Dilution 
was done in a mixture of IPA (66%) and DMF (33%). 3 Dilution is done only in IPA. 

Except for the positions no. 3 and 8 in Table 4.3, compound dilution is done in water. For 
the experiments presented in the thesis, the VBRIDGE voltage was maintained at 3.3 V, given 
the resistive range of the selected CNO sensors (see Fig. 4.1). Different values were used 
for the gain factor of U4 (Fig. 4.8), depending on the sensor resistive swing. In turn, the 
REF terminal (Fig. 4.8) was connected to the output of U5 in certain cases, to increase the 
VINA_OUT voltage level. Concerning data acquisition, the goal in each case was to record 
the TON pulse width and, in parallel, to determine the voltage drop on the RSENS. The target 
humidity range was in most situations 10% – 80%, going up to 90% in some cases. The 
measurement procedure assumed a waiting time of 3 – 5 minutes to reach equilibrium at 
each step of the swept RH range. Also, to allow the coupling of various Wheatstone bridges 
to the measurement circuit, the Sensor branch (Fig. 4.10) of the bridge PCB was modeled 
by stringing the sensor socket with a 500 Ω multi-turn potentiometer. Figure 4.11 shows 
an example of a complete experimental setup, putting together all the essentials: the 
optimized CSU conditioning system, the bridge, the enclosure housing the CNO sensor, 
the external voltage source, the multimeter and the digital oscilloscope. The connection 
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between the sensor enclosure and the CSU acquisition and conditioning system was 
ensured by two conductors of 1.5 mm diameter and 40 cm in length each. Laboratory 
equipment that completed the experimental setups consisted of a LeCroy WaveSurfer 
3024Z digital oscilloscope, for validating the TON reading made by the microcontroller, and 
a portable digital multimeter, EXTECH EX505, for measuring the VA voltage, which is 
used for the RSENS calculation. 

 
Figure 4.11 Complete experimental setup, based on the optimized  

CSU prototype 
 
4.5.2  Humidity measurements 
 

Figure 4.12 shows part of the variation curves – TON, RSENS versus RH for the sensors listed 
in Table 4.3. Both details on the measurement conditions (mounting used, fixed RS, etc.) 
and the performance parameters of the CSU (linearity – R2, sensitivity) are provided. 

  
a) b) 
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c) d) 

  
e) f) 

Figure 4.12 Impulse duration on the optimized CSU output (blue) and the sensor’s 
resistance (red) as a function of RH, for 8 different CNO samples 

In each case, the measurements confirmed the proportionality between the TON and the 
deviation of the sensor resistance, which occured as a result of the humidity stimulus 
application. Both TON and RSENS increase over the entire swept RH range. Trend is mostly 
linear over large portions of the test range. For example, the CNO-25-3 sensor 
demonstrates very good linearity over the entire measurement range (20% – 80%), both for 
TON and for sensor resistance (Fig. 4.12b). The CNO-50-1 structure (Fig. 4.12e) records 
the highest linearity coefficient (R2), but the range in which the sensor displays this 
behavior is reduced (35% – 65%). In contrast, the CNO-10 and CNO-25-2 sensors 
consistently show excellent linearity (R2 > 99%) for the TON curve between 10% and 60% 
(Fig. 4.12a, f). The PSS-50 sensor follows the same trend, but on a smaller range, 10% – 
50% (Fig. 4.12c). For the CNO-25-1 structure, the linearity of the TON curve was 
approximated to 97.9% (Fig. 4.12d). For the portions of the RH range where the linear fit 
was performed, the sensitivity of the optimized CSU system was also calculated. It can be 
seen that the values obtained vary between 2.6 μs/% RH and 10.7 μs/% RH. Of note is the 
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CNO-25-3 sensor, which reveals a sensitivity of 6.25 μs/% RH, for a very good linearity 
over the entire tested RH interval (R2 ≈ 99%, Fig. 4.12b). 

The amplification factor of U4 varied depending on the excursion of the tested sensor, 
taking the values 2, 3 or 11 (RG1 = 49.9 kΩ, RG2 = 100 kΩ, RG3 = 10 kΩ). This confirms 
the versatility of the proposed conditioning system, capable of operating with a wide range 
of CNO sensors. In all cases, the coefficient of linearity (R2) is higher for TON, compared 
to RSENS (see legends of Fig. 4.12 where R2 is given). It is therefore demonstrated that the 
acquisition and conditioning circuit works correctly and according to the proposed 
measurement principle. In addition, calibration of the sensor – conditioning circuit system 
structure, which requires a linear TON – RH variation, is feasible. 

The total current consumption of the detector bridge – conditioning system assembly 
varies around 30 mA. This can be attributed to the fact that the measured CNO sensors 
have nominal resistances in the range of 1 kΩ – 10 kΩ, while the consumption constant 
contribution can be attributed to the microcontroller. 
 

4.6  Conclusions 
 

In this chapter, the architecture of a system for signal acquisition and conditioning from 
humidity sensors was presented, starting from a Wheatstone detector bridge configuration. 
The proposed conditioning circuit converts the sensor resistive gradient into a rectangular 
signal with variable duty-cycle. The targeted sensitive elements, for which the base 
resistance varies with exposure to humidity, were of chemoresistive type, based on 
oxyfluorinated carbon nano-onions materials (ox-CNOs-F). Starting from the theoretical 
analysis, a CSU system prototype was designed and implemented at the printed circuit 
board level. In the first instance, it was aimed to validate the proposed operating principle, 
in conjunction with a sensitive element with small resistive variation (20% deviation), in 
order to demonstrate a linear dependence between the sensor response and the CSU output. 
The experimental results led to a system transfer curve linearity coefficient of 99.95% and 
a sensitivity of 57.71 μs/Ω. However, limitations were observed in terms of controlling the 
gain factor of the block succeeding the Wheatstone bridge, as well as the current 
consumption. As such, a number of completions have been proposed to optimize the CSU 
architecture, expanding the range of CNO sensors it can work with, while also enhancing 
its versatility. These aspects were confirmed in various (laboratory) conditions, by means 
of a new prototype implemented on a printed board. Specifically, humidity measurements 
were made on different CNO samples, having base resistances in the range 1 kΩ – 10 kΩ 
and with resistive excursions between 20% and 100%. For the selected samples, the 
optimized variant emphasized very good linearity, over wide sections of the tested humidity 
range (R2 > 99%), but also satisfactory values (R2 = 98.8%) over the entire measurement 
RH range (20% – 80%), both for TON and the sensor’s resistance. 
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5. Chapter 5 
 
 
 
 

Conclusions 
 
 

5.1  Obtained results 
 

This PhD thesis was dedicated to signal acquisition and conditioning systems from 
temperature and humidity sensors for IoT related applications. In the conception, design 
and practical implementation of these systems, the goal was to follow the current demands 
of an IoT ecosystem. Specifically, two innovative architectures were proposed: the first, 
for a system for monitoring the temperature of the plantar areas, necessary to prevent the 
installation of diabetic foot pathology; the second, for an acquisition and conditioning 
system for the signal coming from chemoresistive humidity sensors, with potential for use 
in the evaluation of air quality in residential areas or in agriculture (equipment used inside 
greenhouses). 

Chapter 2 of the thesis forays into the history and current significance of IoT, indicating 
recent application areas and outlining the identified requirements for an IoT ecosystem. It 
continues with the definition of an intelligent sensor system in collective acceptance and 
the review of two important applications – the automotive industry and the medical field. 
The thesis also comments on the main characteristics of a sensor along with its performance 
parameters. Finally, the state of the art concerning readout systems for resistive sensors 
was commented upon, exposed following a rigorous literature survey, among articles 
published in the last 5 years. 

Chapter 3 was dedicated to the temperature monitoring system in the plantar area. Its 
main purpose – the early detection of the temperature gradient that occurs on the soles in 
the early stages of the establishment of diabetic foot ulcers (DFU) – was explained at 
length. The state of the art of temperature acquisition systems for DFU investigation was 
also discussed. Section 3.4 presented the architecture of the proposed system, explained its 
working principle and highlighted the novelty elements. Next, the practical implementation 
of a prototype consisting of a base plate and 8 modules with temperature sensors, which 
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allows the immediate scanning of a planting area, was presented in detail. Finally, the 
experimental results obtained with the prototype were revealed. The measuring resolution 
of 0.05 °C, the response time of about 60 seconds and an average consumption in active 
acquisition mode (1 sample/second) of 17 mA were highlighted. These aspects confirmed 
the intended portability of the proposed system. 

Chapter 4 presented the architecture of a signal acquisition and conditioning system 
from humidity sensors obtained from nanocarbon composite materials. The proposed 
conditioning circuit converts the resistive gradient of the sensor into a rectangular signal 
with variable duty-cycle. Specifically, the sensitive elements targeted in the thesis consisted 
of chemoresistive sensors, based on oxyfluorinated carbon nano-onions (ox-CNOs-F), for 
which base resistances vary by exposure to humidity. Chapter 4 was opened by humidity 
sensors’ applications in IoT. The doctoral thesis also presented a process for obtaining ox-
CNOs-F structures, made available by IMT Bucharest. The following sections were 
dedicated to the actual conditioning system proposed for CNO sensors. The system 
architecture was presented, starting from a Wheatstone quarter-bridge configuration and its 
working principle was exposed. Two variants were proposed – one for resistive elements 
with moderate swings and another one, optimized, for full excursions. The practical 
implementation was also discussed and the obtained experimental results were given. 
 

5.2  Original contributions 
 

The doctoral thesis contains a series of original contributions, disseminated through various 
methods throughout the PhD program. These include specialized conferences, scientific 
journals or research and development projects, financed from public funding. Next, the 
original contributions, extensively commented on in previous chapters, will be briefly 
presented. Punctually, each contribution will be associated with a paper published on that 
topic. 

§ Literature syntheses concerning: 
o Internet of Things exigencies and applications, 
o Particular applications for temperature and humidity sensors, 
o The use of nanocarbon materials (CNO) to obtain sensitive layers for 

chemoresistive sensors, 
o State of the art regarding conditioning systems for resistive sensors and 

temperature sensors for medical applications [2], [3], [6]. 
 

§ Architectures for IoT applications. Designed systems: 
o DiaMOND – Temperature monitoring system for the plantar areas, with 

applicability in preventing the installation of diabetic foot pathology [3], 
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o CSU – System for acquiring and conditioning the signal from resistive humidity 
sensors, obtained from innovative nanocarbon materials [1], [2], [4], [6]. 

 
§ Design of DiaMOND and CSU, with emphasis on: 

o Schematics realization and component selection [1], [2], [4], 
o Spice simulations [1], [2], 
o PCB layout design for each system variant [1], [2], [3], [4]. 

 
§ Parctical implementation for DiaMOND and CSU: 

o DiaMOND being composed of an acquisition main board and 8 temperature 
sensor modules [3], 

o CSU has been realized in 2 versions: 
« Variant for small resistive swings sensitive elements (e.g., 10% – 20%) [1], 

[2], [6], 
« Optimized variant, for full resistive swings [4]. 

 
§ Experimental validation for both system, by: 

o Ambient and skin temperature measurements made with the DiaMOND 
prototype, highlighting measurement resolution, response time and current 
consumption [3], 

o Humidity measurements with CNO sensors, using the optimized CSU variant, 
tracking linearity, sensitivity and current consumption [4]. 

 
Worth mentioning is the participation in the project entitled „NANO-CARBON BASED 
RESISTIVE SENSORS FOR IOT APPLICATIONS – FROM MATERIAL SYNTHESIS 
TO VERSATILE READOUT CIRCUITRY”, identified as PN-III-P2-2.1-PED-2021-
4158, 673PED from 21/06/2022. The PhD student, as a member of the project’s team, 
actively brought his contribution to the achievement of the project goals related to resistive 
sensors testing and IoT readout circuit development. He took part in drafting the project 
proposal and progress reports. Also, he co-authored part of the reported scientific papers. 
The PhD student participated in several other research grants, as well. 
 
 

5.3  List of original papers published 
 

In this section, the articles published during doctoral studies are listed with priority. In the 
previous paragraph, the original contributions, being the subject of each paper, were 
highlighted. Articles 10, 11 and patents 12, 13 were published before enrolling for PhD, 
but they represented an important landmark in the research topic selection. 
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5.4  Prospects for future development 
 

With respect to further development prospects, two main directions are considered. The 
first addresses the completion and optimization of the DiaMOND system, presented in 
chapter 3. In this sense, 4 important objectives were identified, listed below: the 
synchronization of temperature acquisition from two parallel strings of MS modules, the 
transition to battery supply, the development of a supporting mechanical support, 
integrating the main board and the 16 MS modules and testing the complete system under 
laboratory conditions and subsequently validating it under clinical conditions. To support 
these efforts, a PED project proposal has been submitted, identified as PN-IV-P7-7.1-PED-
2024-1060 and entitled "MODULAR TEMPERATURE MAPPING DIGITAL SYSTEM 
FOR DIABETIC FOOT MONITORING". At the time of the doctoral thesis drafting, the 
proposal is in the evaluation phase. 

The second direction refers to the optimized version of the CSU conditioning system, 
presented in chapter 4. In this case, 5 major objectives were set: to extend the study to other 
CNO sensors families (for instance the detection of ethanol), to transition to battery supply, 
to improve the existing PCB layout in order to identify more miniaturization possibilities, 
to develop an automatic linearization mechanism, either by digital methods or by 
modifying the gain in the amplification block depending on the slope of the TON versus 
stimulus curve  (RH, ethanol, etc.) and the continuation of the collaboration with IMT 
Bucharest, towards obtaining bridge structures made through microtechnology techniques, 
which allow for an easier integration into the CSU conditioning system. 
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