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Chapter 1

Introduction

As CMOS technology rapidly approaches atomic-scale dimensions, it faces increasingly
severe challenges, including power density limits, rising leakage currents, reduced IC
lifespans due to reliability concerns, declining yields, and unsustainable manufacturing
costs. These challenges are driving renewed research efforts focused on novel materials,
devices, architectures, and computing paradigms [1–7].

What is far more likely than silicon’s replacement is silicon’s augmentation using
novel channel materials, contact technologies, and even combining silicon-based technol-
ogy with nontraditional materials [8]. Unlike 3D materials such as silicon, 2D materials
like graphene offer an inherently planar structure that allows for unprecedented electron
mobility, thermal conductivity, and even manifest the electric field effect [1, 6, 9].

While changing silicon already implies nothing short of a revolution in microelec-
tronics, it must also be mentioned that only adopting nanomaterials won’t be enough.
In addition to new materials, it is thought that new architectures, such as neuromorphic
computing and in-memory computation, must be explored in order to further the progress
of computing [4, 5, 7].

To summarize these ideas, limiting ourselves to the technological point of view, the
enhancement of silicon must use less power and dissipate heat more efficiently. Lastly,
what Moore coined ‘device and circuit cleverness’ [10] could be achieved using devices
with more complex electrical characteristics than the basic transistor.

1.1 Presentation of the field of the doctoral thesis

The classic silicon-based semiconductor industry is approaching the limits of scaling for
the CMOS transistor due to both power dissipation and to channel length limitations [5,
4, 3, 6]. The question regarding the limits of CMOS scaling was studied in depth by
Dennard in [11] leading to the scaling procedure applied to CMOS devices for the
following decades to be coined Dennard scaling.



In parallel, there is a continuous search for alternative materials which provide better
performance than silicon with a focus on thermal conductivity, leakage current, carrier
mobility, and most important of all exhibit the electric field effect at these dimensions.
One such material is graphene, a zero gap semi-metal, which was successfully isolated
for the first time in 2004 [1]. It is currently the material with the best reported thermal
conductivity achieving 5.30±0.48×103 W/mK [12], exceeding the results of the best
carbon nanotubes (SW-CNT) which achieved 3.5×103 W/mK [13]. From a leakage
current perspective, given its semi-metal status, it typically exhibits poor Ion/Io f f ratios
in the range of 30 [1] up to 100 [14], but it was shown that by exploiting it’s large
confinement gap [15] significantly larger Ion/Io f f ratios can be achieved for very nar-
row sub-10 nm wide devices [16]. This performance was achieved as a consequence
of graphene’s strong ambipolar electric field effect [1]. High-quality graphene also
achieves gigantic mobilities of 2× 105 cm2 V−1 s−1 at room temperature for fragile
suspended graphene and over 5×105 cm2 V−1 s−1 when encapsulated in boron-nitride
at low temperature [17].

For the above mentioned reasons it is now clear why 2D materials, such as graphene,
are on the International Roadmap of Devices and Systems’s (IRDS) roadmap as near
term extensions to existing CMOS technology, as shown in Figure 1.1.

Fig. 1.1 Categories of emerging logic and information processing devices [6] by An
Chen in “Beyond-CMOS roadmap-from Boolean logic to neuro-inspired computing,”

licensed under CC BY 4.0.

In addition to novel computing architectures, the adoption of graphene technology
requires not only graphene-based Boolean logic [18–20], but also the development of
fundamental digital and mixed-signal circuits typically found in microcontrollers, such
as analog-to-digital converters (ADCs), digital-to-analog converters (DACs), oscillators,
and others.
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1.2 Scope of the doctoral thesis

The scope of this thesis is to explore the potential of graphene to extend the capabilities
of standard silicon-based CMOS technology. To achieve this, the research will focus on
designing and analyzing device-level graphene-based microstructures for various analog
and digital functions.

These tasks have been summarized as a list of objectives presented below.

1. Examine the design trade-offs and minimum requirements of the mixed-signal
blocks, particularly if risk mitigation is required due to potential underperformance
of graphene-based implementations. Simulations may be conducted using CMOS
for technology-agnostic parameters. The limited analog performance of graphene
will be considered when evaluating risk.

2. Design and simulate graphene-based device-level microstructures optimized for
the implementation of general-purpose digital and mixed-signal circuits.

3. Obtain clear ‘on’ and ‘off’ states for the microstructures used in the implementation
of the digital, mixed-signal, and neuromorphic blocks by manipulating their
conductance using control voltages.

4. Propose digital, mixed-signal, and neuromorphic blocks to support the develop-
ment of fully GNR-based integrated circuits (ICs) and application-specific ICs
(ASICs)

5. Perform circuit-level simulations for the digital, mixed-signal and neuromorphic
graphene-based circuits designed in order to confirm their correct operation.

6. Evaluate the potential of graphene-based neuromorphic blocks to extend the ca-
pabilities of standard silicon-based CMOS by comparing the proof of concept
benchmark results of the FinFET and graphene-based circuits in terms of perfor-
mance.

1.3 Content of the doctoral thesis

The remaining content of this thesis is structured as follows:
In Chapter 2 we present a detailed review of the literature covering the state of the

art of graphene technology with emphasis on both graphene’s intrinsic and engineered
properties, as well as methods of manufacturing.

In Chapter 3 we present a graphene nanoribbon (GNR)-based 5-bit, current output,
digital to analog converter (DAC) design. The basic building block of this DAC is a GNR
device fulfilling the role of analog current source. Its specific non-rectangular shape,
carved out of a bulk sheet of graphene, leads to a couple of consequences which make
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it viable for use in analog design. The first is the opening of a bandgap, which enables
us to modulate the current flowing through the device using a phenomenon familiar
to use from classic CMOS technology, i.e., by using of the field effect. The second
equally important consequence of the non-rectangular shape’s geometry are the device’s
output and transfer characteristic which resemble the characteristics of a bipolar junction
transistor (BJT) or CMOS implementation. The performance of this GNR-based DAC is
compared to that of a 7 nm FinFET implementation that uses the same topology.

In Chapter 4 we explore the use of GNR-based devices for a more complex, hardware-
based, machine learning application. To this end, we propose a graphene nanoribbon-
based McCulloch-Pitts neuron (GNR-MCPN) implementation constructed exclusively
using GNR devices. Its implementation includes digital cells, such as GNR-based logic
gates (GNR-L) and GNR-based static random-access memory (GNR-SRAM), as well as
analog cells, such as current sources and high-side and low-side switches. We validate
the proposed neuron’s functionality using a basic one-layer neural network capable
of processing a 5 by 5 pixel matrix dynamically configured using its SRAM to detect
vowels.

In Chapter 5 we present an ultra-low-power, GNR-based, current-starved, ring
oscillator design. Oscillator output frequency tunability is achieved by driving the
gate voltage of the current source device using a DAC. We validate our design against
a 7 nm FinFET implementation in terms of output frequency tunability range, power
consumption, and power efficiency.

In Chapter 6 we explore the segmentation technique for enhancing DAC resolution.
This technique enables us to enhance the differential non-linearity (DNL) at the cost of
increased decoder complexity and active area required. The performance comparison
is performed using a standard CMOS technology across all intermediate degrees of
segmentation possible between the purely binary and thermometric implementations, but
it can readily be applied to GNR-based implementations or any other technology.

In Chapter 7 we explore the impact that operational amplifier non-idealities have on
a Σ∆ analog to digital converter (ADC) modulator’s performance. The Σ∆ ADC was
chosen due to its ability to achieve high resolutions with modest analog operational
amplifier specifications, especially if a 1-bit quantizer is used in the modulator, thus
avoiding stringent linearity requirements on the quantizer. The outcome of this inves-
tigation are the slew rate and bandwidth requirements for achieving a resolution of 16
bits, laying the groundwork for implementing a GNR-based implementation for the Σ∆

modulator with minimal analog complexity.
Finally, Chapter 8 provides a short summary the thesis and seeks out relevant targets

for future research.
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Chapter 2

Graphene Technology

2.1 Introduction

Graphene, a 2D carbon allotrope with a hexagonal atomic arrangement, was long
considered a theoretical material due to predictions of its thermodynamic instability
in 2D crystals [21, 22]. This view, supported by the Mermin-Wagner theorem [23],
which states that thermal fluctuations at finite temperatures would disrupt long-range
order. However, in 2004, Geim and Novoselov isolated graphene using the ’Scotch
tape’ method [1], earning them the 2010 Nobel Prize in Physics. Their work confirmed
graphene’s semimetal nature and ambipolar electric field effect, enabling control of
2D electron and hole gases via gate voltage [1]. This breakthrough sparked extensive
research into graphene’s unique properties and potential applications [24].

2.2 Properties of graphene

In 1947, Wallace [25] applied band theory and the tight-binding approximation to
link graphite’s electrical, thermal, diamagnetic, and optical properties to underlying
phenomena. He noted that large interlayer spacing justifies treating conduction as
occurring within isolated hexagonal layers [25]. From this, key graphene properties
were predicted: a unique band structure with Dirac points [25, 1, 26], zero-activation-
energy semiconductor behavior [25], and strong in-plane conductivity with much lower
interlayer conduction [25].

After graphene’s isolation from graphite via the ’Scotch tape’ technique [1, 27], exper-
iments confirmed its remarkable thermal conductivity, current densities, tensile strength,
ballistic transport, carrier mobility, ambipolar field effect, minimum conductance, and
quantum Hall effect. We will discuss the most relevant properties for microelectronics in
the following sections.



2.2.1 Crystalline structure: 2D or not 2D

Graphene is a 2D material comprised of carbon atoms arranged in a honeycomb-shaped
lattice. To better understand graphene’s electron structure we must first consider carbon’s
ground-state electron configuration, represented in Figure 2.1a (left), which is 1s22s22p2

with the four outer-shell electrons fulfilling the roles of valence electrons.
In graphene’s case, each carbon atom undergoes sp2 hybridization mixing one 2s or-

bital and two 2p orbitals, more specifically the px and py orbitals, to form three equivalent
sp2 hybrid orbitals accompanied by a 2pz orbital [25], as shown in Figure 2.1a (right).

The hybrid sp2 orbitals reside in the plane of the graphene sheet, are spaced 120◦

apart, and by overlapping with the sp2 orbitals of the three neighboring carbon atoms
form the covalent σ bonds of the graphene lattice. The remaining 2pz orbital, which is
perpendicular to the graphene sheet’s plane, does not take part in the sp2 hybridization,
but instead overlaps with the 2pz orbitals of neighboring atoms to form covalent π

bonds [26]. These π bonds form a delocalized π-system above and below the graphene
plane and grant graphene its conductivity. The geometry of the σ and π bonds of a
graphene layer is represented in Figure 2.1b.

(a) Carbon ground-state and sp2 hybrid orbitals
by Ponor, licensed under CC BY-SA 4.0.

(b) Graphene - σ (blue) and π (purple) bonds
by Ponor, licensed under CC BY-SA 4.0.

Fig. 2.1 Carbon ground-state and hybrid orbitals and their resulting bonds in graphene

Although a carbon atom has a measurable radius, graphene is considered 2D because
its electrons remain confined to a plane, and stacking additional layers changes its
properties [8, 14]. Predictions by Peierls, Landau, and Mermin suggested 2D crystals
should be unstable [21–23], but graphene’s atomic-scale ripples stabilize its structure [8].
By carving, rolling, or stacking graphene, one obtains fullerenes (0D), carbon nanotubes
(1D), or graphite (3D).

2.2.2 Electronic properties

Layer Number Dependent Electronic Properties in Graphene

As more graphene layers stack, the electronic structure shifts toward that of bulk graphite,
raising questions about when the 3D limit is reached [28]. Single-layer graphene, is a
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zero-gap semiconductor with a linear Dirac-like spectrum near the Fermi energy [8]. This
creates massless Dirac fermions [29, 14, 9] moving at a Fermi velocity of vF = 106m/s,
yielding very high electron mobility and conductivity[26].

Bilayer graphene is a semimetal with a tiny 1.6 meV band overlap and a parabolic
spectrum, producing massive Dirac fermions that combine Dirac and Schrödinger
characteristics [28, 9]. Uniquely, an electric field can open a band gap in bilayer
graphene [26, 30, 31], the existence of this tunable gap enhances its potential for techno-
logical applications.

For three or more layers, the band overlap gradually shifts from 1.6 meV (bilayer)
toward the 41 meV overlap of bulk graphite. By 11 layers, the overlap differs from bulk
by less than 10 %, and layers 3 to 11 all exhibit semimetallic behavior. This arises from
interactions of the B sublattice with next-nearest neighbor planes [28].

Graphene Monolayer Properties

High-quality graphene on SiO2 substrates exhibits mobilities up to 1.5×104 cm2 V−1 s−1

to 4×104 cm2 V−1 s−1 at 1×1012 cm−2, close to the 7.7×104 cm2 V−1 s−1 of InSb, the
highest-mobility known semiconductor [32, 33]. Scattering by substrate optical phonons
limits performance, but suspending graphene 150 nm above the substrate increases
mobility beyond 2×105 cm2 V−1 s−1 at room temperature and 1×106 cm2 V−1 s−1 at
low temperature [17, 34]. Encapsulation in BN yields similar high mobilities [17].

Such low scattering enables ballistic transport [35], where electrons traverse without
collisions, avoiding Joule heating. Here, conductance is governed by interface resistances
and quantized transverse modes, as captured by the Landauer formula [36–38].

In ballistic conductors, all Joule heat dissipates at the contacts rather than along the
channel [36]. Due to its superior electronic properties, graphene can sustain submicron
ballistic transport [9, 26], and when placed on boron nitride substrates, it achieves
micrometer-scale ballistic transport even at room temperature [17]. Graphene also
supports current densities of 108 A/cm2 to 109 A/cm2, exceeding copper by orders of
magnitude [1, 39, 40, 9], making it a promising candidate for future interconnects.

Geometry-induced Graphene Monolayer Properties: Narrowing things down

Graphene nanoribbons (GNRs) are monolayer nanostructures whose electronic properties
depend on their edge geometry, differentiating them from 0D fullerenes and 1D nanotubes
through the presence of open edges [8]. Literature distinguishes armchair-edge (AGNR)
and zigzag-edge (ZGNR) types, as shown in Figure 2.2b, while more complex edge
geometries are discussed in [41]. When GNRs have infinite length and widths exceeding
two hundred unit cells (Figure 2.2a), their behavior aligns with standard zero-gap
graphene [26].
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(a) The hexagonal crystal structure of
graphene with unit cell (CDEF) and the

fundamental lattice displacements (e1, e2).
by Ququ, licensed under CC-SA 3.0.
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(b) Graphene edge names representation. by Andel,
licensed under CC0 1.0.

Fig. 2.2 Graphene lattice unit cell and GNR lattice edges

By carefully engineering edge geometry and width, a bandgap can be created in
graphene nanoribbons (GNRs) [8, 42, 43]. ZGNRs are always metallic due to unique
edge states arising from their zigzag configuration [26, 43, 44]. In contrast, AGNRs
show a width-dependent transition: if N = 3M−1 (with M integer), they are metallic;
otherwise, they are insulating [43]. The bandgap in AGNRs is inversely proportional to
their width and is notably larger than typical semiconductor gaps, due to graphene’s linear
spectrum and high Fermi velocity [8, 14, 42, 15]. Experiments confirm this confinement
gap and the ability to tune it by geometry, as shown in Figure 2.3 [42]. Sub-10 nm
AGNRs achieve Ion/Io f f ratios of 107 [16], illustrating how geometry governs their
electronic properties [44]. This prompts exploration of non-rectangular GNRs, which
may not fit the simple AGNR or ZGNR classifications.

Fig. 2.3 Measured band gap as a function of device width. Reprinted figure with
permission from [42]. Copyright 2024 by the American Physical Society.
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2.2.3 Thermal properties

After its impressive current densities, graphene’s thermal properties are equally remark-
able. Suspended graphene monolayers achieve room-temperature thermal conductivities
up to (4.84± 0.44-5.30± 0.48)× 103 W/mK [12], exceeding that of CNTs and SW-
CNTs [13] and making graphene highly promising for thermal management. Figure 2.4
illustrates the measurement setup, where a laser heats a graphene monolayer mounted
over a trench, allowing heat to flow to the sinks at both ends.

Fig. 2.4 Setup used for measuring the graphene monolayer’s thermal conductivity.
Reprinted with permission from [12]. Copyright 2024 American Chemical Society.

2.3 State-of-the-art fabrication technology

Two fundamental approaches exist for graphene fabrication: top-down and bottom-up.
Top-down starts with bulk graphite and etches it, causing edge roughness [8], while
bottom-up assembles structures from atomic levels, providing atomically precise edges
and customizable geometries [45].

2.3.1 Top-down Synthesis

Micromechanical exfoliation, or the ‘Scotch tape’ technique [1], leverages van der
Waals forces to isolate graphene layers from bulk graphite. Though unsuitable for mass
production, it produces defect-free monolayers with high mobility [8]. Another method
involves decomposing carbides: heating SiC surfaces forms a carbon interface layer that,
when the second layer develops, yields epitaxial graphene exhibiting nearly isolated
graphene properties [46].

Flattening CNTs (squashing) creates GNRs with atomically smooth edges [47],
enabling sub-10 nm structures with substantial Ion/Io f f ratios and band gaps. Electron
beam lithography (EBL) can also fabricate narrow GNRs with confinement-induced band
gaps [42] (Figure 2.3), achieving sub-10 nm resolution for multilayer graphene [48].
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2.3.2 Bottom-up Synthesis

Chemical vapor deposition (CVD) on Cu [49] and Ni [50] substrates achieves large-scale
graphene films. On Cu, the low carbon solubility enables self-limited growth, producing
predominantly single-layer graphene over cm-scale areas [49]. CVD on Ni at ambient
pressure yields continuous single- to few-layer graphene with 20 µm-wide regions, which
can be transferred and patterned lithographically [50].

Atomically precise graphene nanoribbons (GNRs) can be fabricated by surface-
assisted coupling of molecular precursors, followed by cyclodehydrogenation, as shown
in [51, 52]. This bottom-up approach tailors edge geometries through precursor design,
enabling structures with controlled chemical, electronic, and magnetic properties.

2.4 Data converter topologies

As graphene pushes electronics beyond silicon, analog-to-digital and digital-to-analog
conversion becomes a key challenge. Real-world applications demand analog/digital
interfaces, so focusing on ADC and DAC topologies that minimize analog complexity
and shift more tasks to the digital domain can improve mixed-signal performance and
shorten design cycles.

2.4.1 Digital to Analog Converters

The current-steering DAC is a simple, efficient solution that converts digital bits di-
rectly into currents, minimizing intermediate stages and circuitry. Its key challenges
involve balancing linearity with decoder complexity, an aspect we aim to address using
GNR-based implementations. These ultra-fast DACs support high-speed, multi-level
communication schemes like PAM-4, which already achieves 112 Gbps chip-to-chip
transmissions [53], and may scale to even more signal levels in the future.

2.4.2 Analog to Digital Converters

A Σ∆ ADC modulator requires less demanding analog circuitry than other ADC topolo-
gies, relying on oversampling and digital filtering rather than precise analog components.
This reduces sensitivity to low Ion/Io f f ratios and limited output resistance. By shifting
complexity into the digital domain, errors are mitigated through digital filtering.

We will examine the minimum analog performance needed to achieve 16-bit reso-
lution at 1 kHz bandwidth using a Σ∆ topology. Though graphene’s intrinsic Ion/Io f f

ratios are modest (30-100) [1, 14, 54], its high 100 GHz cut-off frequency [54] suggests
that a high oversampling ratio can compensate.
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Chapter 3

Graphene Nanoribbons-Based 5-Bit
DAC

McCulloch-Pitts neuron structures combine multiple synaptic inputs with a decision
element (soma). We propose a 5-bit graphene nanoribbon (GNR)-based DAC serving as
the summation element with programmable weights [55]. It employs GNR unit current
cells and a GNR logic thermometric decoder. Using a MATLAB-based GNR Verilog-A
model for SPICE analysis, we selected cell geometry and bias conditions from the GNR
conductance map. Compared to a FinFET design, the GNR-based DAC reduces active
area by a factor of three while maintaining similar DNL and INL performance at a supply
of 0.2 V, achieving a DNL of −0.196 LSB to 0.088 LSB and INL of −0.809 LSB to
0.364 LSB.

This chapter is based on the following original publications:

F. -S. Dumitru, N. Cucu-Laurenciu, A. Matei and M. Enachescu, “Graphene Nanoribbons Based 5-Bit
Digital-to-Analog Converter,” in IEEE Transactions on Nanotechnology, vol. 20, pp. 248-254, 2021, doi:
10.1109/TNANO.2021.3063602.



3.1 Introduction

CMOS technology faces increasing challenges at atomic dimensions, including dominant
static power consumption, rising costs, and reduced reliability. Alternatives include
emerging devices such as NEMFETs [56] and graphene-based structures (GNRs) [57].
GNR logic gates have shown the potential for 100x lower power, 6x faster operation, and
100x smaller area than 7 nm FinFET CMOS [19, 57], opening avenues for low-power,
high-speed McCulloch-Pitts neurons [58].

We focus on creating analog functions from GNR structures with digital inputs,
implementing a GNR-based 5-bit DAC that provides programmable synaptic weights.
By mapping GNR conductance via MATLAB and simulating in SPICE with a GNR
Verilog-A model [59–61], we determined unit cell geometry, bias conditions, and derived
a ION/IOFF ratio of 24.3×. The resulting DAC achieves a DNL of −0.196 LSB to
0.088 LSB and an INL of −0.809 LSB to 0.364 LSB at only 0.2 V, meeting true 5-bit
resolution.

3.2 Background

A thermometric DAC topology is chosen for its guaranteed monotonic output and
superior DNL to that of binary-weighted approaches [62]. Figure 3.1 shows how a binary
weight B0...BN−1 is converted into a thermometric code D0...D2N−2, which switches
2N −1 current sources on or off. Summing their currents yields the analog output Iout ,
accurately reflecting the synaptic weight value.
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Fig. 3.1 DAC-based Programmable
Synaptic Weight

Fig. 3.2 GNR-based Fundamental
Device [63]

We implement DAC-based programmable synaptic weights using the graphene device
shown in Figure 3.2. This single-layer graphene nanoribbon (GNR) channel, biased
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by Vds, controls conductance via top and back gate voltages (Vg, Vbg) and geometry
parameters, shown in Figure 3.3. These parameters include GNR total width W , length
L, constriction width Wc and length Lc, bump width Wb and length Lb, top gate contact
width WVg1,2, and distances PVg1,2 [2, 57].

Fig. 3.3 GNR Geometry Description Parameters [57].

This fundamental GNR device has been proven capable of implementing a variety of
functionalities, among which Boolean operations [57]. To perform a specific functional-
ity, a GNR device instance that is specifically designed in terms of GNR geometry is
employed [20].

3.3 GNR-based DAC for programmable synaptic weights

A thermometric current DAC requires 2N−1 unit current cells plus a binary-to-thermometer
decoder. While we do not implement the decoder here, GNR-based logic gates have
been demonstrated [57], enabling a future GNR-based decoder. We focus on the GNR
current cells, analogous to CMOS current sources, but relying on GNR properties rather
than MOSFET square-law equations.

Key considerations include stable output current, high output resistance, and maxi-
mizing output voltage swing. We performed a design space exploration (DSE) of GNR
geometry, contact configuration, and biasing to identify a device with the desired high
output resistance and ION/IOFF ratio.

Figure 3.4 shows the proposed GNR current source and its equivalent circuit. The
device’s drain connects to VDD = 0.2V, and its source provides current I. Two top gates,
tied together, control the ’ON’/’OFF’ state, and the back gate is fixed at Vbg = 0.3V.
After atomistic-level DSE, we chose the GNR geometry shown in Figure 3.4 c), with
dimensions defined in multiples of the carbon atom spacing a = 0.142nm, ensuring high
output resistance and suitable ION/IOFF ratio.

Figure 3.5 a) shows the GNR’s conductance map at VDD = 0.2V, Vbg = 0.3V,
and Vg1,Vg2 ranging from 0V to 0.2V. When Vg1 = Vg2 = 0.2V, the device is ’ON’,
exhibiting high conductance, and when Vg1 = Vg2 = 0V, it is ’OFF’, exhibiting low
conductance.
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Fig. 3.4 Graphene-based Current Source Cell:
a) equivalent electrical circuit, b) GNR current source circuit, c) GNR geometry.

Fig. 3.5 Graphene Current Source Electrical Characteristics: a) Conductance Map,
b) Conductance Transfer Characteristic, c) Conductance Output Characteristic.
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Fig. 3.7 5-bit GNR-based DAC Transfer Characteristic

Driving both gates with the same voltage achieves a 24.3× conductance variation
between 0V and 0.2V, as shown in Figure 3.5 b). Sweeping Vds from 0V to 0.2V,
illustrated in Figure 3.5 c), shows that as Vds increases, the GNR’s conductance stabilizes
near 6 µS, resembling the linear-to-saturation behavior of CMOS transistors.

Using this GNR device, we implemented a 5-bit DAC with 31 current cells driven by
a GNR-based thermometric decoder, as shown in Figure 3.1. Operating at VDD = 0.2V,
the DAC’s output current flows through a RLOAD = 2.764kΩ resistor, generating the
output voltage.

3.4 Simulation Results

3.4.1 GNR-based 5-bit DAC

When analyzing a DAC, the following aspects should be considered: (i) the resolution,
which is evaluated using the INL and DNL, and (ii) the offset error. Figure 3.7 presents
the relationship between the DAC’s input code and analog output signal, i.e. the transfer
characteristic.
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Fig. 3.8 DNL and INL plots for GNR versus FinFET comparison

The GNR DAC’s resolution was assessed using DNL and INL derived from its
transfer characteristic, shown in Figure 3.8, with an LSB of 3.10 mV determined from
Figure 3.7. DNL ranged from −0.196 LSB to 0.088 LSB and INL from −0.809 LSB to
0.364 LSB, confirming monotonic behavior and true 5-bit resolution, as expected from a
thermometric DAC [62].

3.4.2 GNR-based DAC versus 7 nm FinFET-based DAC

Comparing the GNR and FinFET 5-bit DAC implementations presented in Figure 3.8 and
Table 3.1, both exhibit similar linearity. The FinFET design achieves DNL=−0.148 LSB
to 0.176 LSB and INL=−0.796 LSB to 0.454 LSB with an offset of 0.11 mV, while the
GNR DAC has slightly better INL variation. Under identical conditions, the GNR current
source’s Ids varies 9 %, compared to 15 % for the FinFET, indicating higher GNR output
resistance at ultra-low voltages.

Table 3.1 GNR DAC versus 7 nm FinFET DAC

INLmin
[LSB]

INLmax
[LSB]

DNLmin
[LSB]

INLmax
[LSB]

Area
[nm2]

FinFET −0.796 0.454 −0.148 0.176 3255
GNR −0.809 0.364 −0.196 0.088 1199

3.5 Conclusions

By leveraging GNR-based devices, we implemented a 5-bit DAC for programmable
synaptic weights in McCulloch-Pitts neurons, achieving ultra-low voltage operation
(0.2 V) and a threefold reduction in active area compared to a FinFET variant. Using
GNR unit current cells and a GNR logic thermometric decoder ensured a monotonic
transfer function with 31 current sources, each mapped via MATLAB and simulated
with a GNR Verilog-A model. This approach maintained comparable INL (−0.809 LSB
to 0.364 LSB) and DNL (−0.196 LSB to 0.088 LSB) performance to the FinFET refer-
ence.
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Chapter 4

Graphene Nanoribbons-Based
McCulloch-Pitts Neural Network

In a rapidly advancing AI and ML landscape, we introduce a low-power, high-speed,
mixed-signal GNR-based MCPN implementation with programmable synaptic weights
and inhibitory inputs [64]. The MCPN comprises a weighted summation element and
a decision element (soma). We employ three non-rectangular GNR devices as current
source, low-side, and high-side switches, while programmable excitatory and inhibitory
synapses use GNR SRAM cells and logic gates. The soma’s threshold activation function
is realized by a chain of GNR inverters with an adjustable threshold via a configurable
resistive load. Benchmarking against a FinFET design for a 5x5 pixel pattern recognition
task shows our GNR implementation uses 3.5× less power, is 20× faster, and occupies
3× less active area.

This chapter is based on the following original publications:

F. -S. Dumitru, M. Enachescu, A. M. Antonescu, N. Cucu-Laurenciu and S. D. Cotofana, “Graphene
Nanoribbon Based McCulloch-Pitts Neural Network,” 2024 IEEE 24th International Conference on
Nanotechnology (NANO), Gijon, Spain, 2024, pp. 592-597, doi: 10.1109/NANO61778.2024.10628801.



4.1 Introduction

The McCulloch-Pitts neuron is a simple binary decision unit modeling a biological
neuron. As shown in Equation 4.1, if the weighted sum of excitatory inputs xi (with
weights wi) exceeds a threshold θ , the output is 1, otherwise 0.

f (x1, . . . ,xn) =


1 if

n
∑

i=1
wi·xi ≥ θ

0 otherwise
(4.1)

The complete McCulloch-Pitts neuron model expands Equation 4.1 by accounting
for the existence of inhibitory inputs and is described in Equation 4.2, where yi = {0,1}
represent the inhibitory inputs. We remark that triggering even a single of the inhibitory
inputs will force the neuron’s output to 0.

f̃ (x1, . . . ,xn;y1, . . . ,ym) = f (x1, . . . ,xn) ·
m

∏
j=1

(1− y j) (4.2)

4.2 GNR-based McCulloch-Pitts neural network

Each synapse in our MCPN can be excitatory with weight 0 or 1, or inhibitory, requiring
two configuration bits. Configuration data is loaded into SRAM at power-on and updated
as needed.

The GNR-based configurable synapse (green rectangle in Figure 4.4) includes three
GNR devices: GNRDOWN (low-side switch), GNRISRC (current source), and GNRUP

(high-side switch). Their geometries are detailed in Table 4.1 and illustrated in Fig-
ures 4.1b and 4.1c, with transfer and output characteristics shown in Figure 4.2.

GNRUP functions like a PMOS switch, exhibiting high resistance when the gate is
at VDD and low resistance at GND. It is controlled by a GNR-based 2-input NAND
gate with inputs from the pixel’s state and the synaptic weight stored in the GNR-based
SRAM array. If both inputs are ’1’, GNRUP closes.

Similarly, GNRDOWN acts as an NMOS switch, showing high resistance at GND and
low resistance at VDD. It is driven by a GNR-based 2-input AND gate with inputs from
the pixel’s state and the inhibitory bit in the GNR-based SRAM array. If both inputs are
’1’, GNRDOWN closes.

4.2.1 GNR-based summation element

A simplified, one pixel row, representation of the proposed GNR-based summation
element and its FinFET counterpart is illustrated in Figure 4.3. The nominal voltage
of the devices in the GNR-based circuit translates into a VDD of 0.2 V, while in the
FinFET circuit’s case the VDD is 0.7 V.
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(a) GNRISRC (b) GNRDOWN (c) GNRUP

Fig. 4.1 GNR-based neuron device topologies
a) GNR current source, b) GNR low-side switch , and c) GNR high-side switch

Fig. 4.2 3-D rendering combining transfer and output characteristics for GNRDOWN
(left) and GNRUP (right) devices

In the GNR-based implementation, each pixel is managed by three analog devices
and two logic gates, repeated five times to process a 5x5 pixel symbol with our analog
neuron. In contrast, the FinFET counterpart from Figure 4.3b uses a similar setup but
incorporates a diode-connected PMOS biased at a constant current to reference the
current source PMOS devices.

The GNRISRC device acts as a current source when its gate is at VDD and switches
to high resistance at GND (Figure 4.1a). To reduce leakage in the off state, a GNRUP

device is added in series. Unlike CMOS, the GNRISRC does not require a reference
device and can be driven by logic gates or directly by VDD.

In the summation element, excitatory synapse currents pass through RLOAD to set
SOMMAOUT . If any synapses are inhibitory and active, they shunt RLOAD, preventing
SOMMAOUT from exceeding the activation threshold. This analog approach leverages
high-speed GNRs for fast MCPN responses, unlike other GNR-based spiking neurons
that operate in milliseconds [65–67].

4.2.2 GNR-based activation function circuit

In our analog MCPN, illustrated in Figure 4.4b), a chain of inverters creates a step-
function threshold activation, outputting 1 when the weighted sum exceeds θ and 0
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Fig. 4.3 Analog summation element implementation handling a single row of 5 pixels a)
GNR (left) b) FinFET (right)

Table 4.1 Dimensions of GNR-based Neuron Structures

(W ,L) (Wc,Lc) (Wb, Lb) (PVG , WVG)

GNRISRC (41,27
√

3) (8,4
√

3) (0,0) (2
√

3,6
√

3)

GNRUP (41,27
√

3) (14,8
√

3) (9,2
√

3) (12
√

3,6
√

3)

GNRDOWN (41,27
√

3) (8,8
√

3) (0,0) (3
√

3,6
√

3)

otherwise, with a 4 ps delay between input and output signals. To accommodate different
numbers of active pixels, θ must be configurable. Instead of a fixed threshold, we adjust
RLOAD since SOMMAOUT = ITOT · RLOAD = θ . This configurability is achieved by
reusing the thermometric decoder from [55] with a resistor string, inserting GNRDOWN

switches between GND and each resistor node to linearly vary RLOAD.

Fig. 4.4 GNR-based McCulloch-Pitts neuron
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4.2.3 GNR-based neuron implementation

The GNR-MCPN implementation is illustrated in Figure 4.4. Each neuron consists of
25 synapses connected to the SOMMAOUT net and two SRAM cells (one for excitatory
weights and one for inhibitory configurations), totaling 50 SRAM cells per neuron.

A neuron activates when enough excitatory synapses with a weight of 1 generate a
total current ITOT multiplied by RLOAD that exceeds the threshold θ . Conversely, any
active inhibitory synapse forces the neuron’s output to zero.

While MCPNs are limited by having only binary inputs and weights, they are suitable
for applications like black and white pattern detection. Implementing 5-bit synapse
weights requires storing 1,550 bits for a single 25-synapse neuron. Additionally, each
neuron uses 25 current source structures, compared to 31 in the 5-bit DAC from [55].

4.2.4 GNR-based neural network

The neural network used comprises a single fully-connected layer of five neurons, each
independently configured to detect vowel patterns. While its simple topology limits
recognition quality, it effectively showcases the GNR-MCPN’s character recognition
capabilities. This one-layer, fully-connected network with binary weights requires 250
SRAM bits for configuration.

Fig. 4.5 Configuration, stimuli, and input waveforms for evaluation of vowel ‘U’

4.3 Simulation results

To validate the GNR-MCPN, we simulated a neuron configured to detect the vowel ’U’
(Figure 4.5). The neuron’s configuration is shown on the left, with the Weight array
representing excitatory inputs (green = 1, white = 0) and the Inhibitors array representing
inhibitory inputs (orange = 1, white = 0). The network processes single-level, black and
white pixels.

During the simulation, a 5x5 pixel input pattern undergoes nine phases (top of Fig-
ure 4.5). The summation element’s analog output increases over the first seven patterns
(traces SommaoutGNR and SommaoutFinFET ). At the sixth pattern, the threshold θ is
exceeded, toggling NeuronoutGNR and NeuronoutFinFET high with 11 active pixels.
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Fig. 4.6 Configuration, stimuli, and waveforms for evaluation of all vowels

Patterns seven and nine activate inhibitory pixels, reducing the summation output. The
eighth pattern, with 10 active pixels, reaches the detection threshold. Thus, the ’U’
threshold lies between 9 and 10 active pixels out of 11.

We validate the neural network by applying alternating vowels and intermediate
symbols every 1 ns as shown in Figure 4.6. The GNR-based neuron toggles in 8 ps to
20 ps, approximately 20× faster than the FinFET’s 140 ps to 360 ps. With equal bias
currents, the GNR approach achieves 3.5× better power efficiency due to lower operating
voltage. Additionally, the GNR design occupies about 3× less active area for the analog
portion and 9× less for SRAM and control logic compared to FinFET.

4.4 Conclusions

In this chapter, we demonstrated a GNR-based MCPN delivering 3.5× lower power,
20× higher speed, and 3× less active area than the 7 nm FinFET analog equivalent in a
neural network symbol recognition task, and 9× less area when considering SRAM and
logic gates.
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Chapter 5

Ultra-Low-Power
Graphene-Nanoribbons-Based
Current-Starved Ring Oscillator

Driven by the demand for ultra-low-power designs, graphene’s properties—ballistic
transport, flexibility, and bio-compatibility—make it ideal for nano-electronics. In [68],
we investigated a GNR-based current-starved ring oscillator, leveraging GNRs’ ultra-low
voltage operation and attofarad-range intrinsic capacitances. Results show a 1.89×
higher output frequency, 553.8× lower power consumption, and 812× improved power
efficiency compared to conventional approaches.

This chapter is based on the following original publications:

F. -S. Dumitru, M. Enachescu, A. Antonescu, N. Cucu-Laurenciu, and S. Cotofana, “Ultra-Low-Power
Graphene-Nanoribbons-Based Current-Starved Ring Oscillator,” 2024 International Semiconductor Con-
ference (CAS), Sinaia, Romania, 2024, pp. 167-170, doi: 10.1109/CAS62834.2024.10736700



5.1 Introduction

In a basic ring oscillator, the frequency f is determined by the number of stages N and
the propagation delay per stage td (Equation 5.1). Additionally, the power consumption
can be estimated using the inverter’s load capacitance CL, activity factor α , and supply
voltage Vsupply (Equation 5.2).

f =
1

2 ·N · td
(5.1)

P = α ·N ·CL ·V 2
supply · f (5.2)

The main drawback of this implementation is the variability induced by td into the
oscillation frequency, which will vary linearly with Vsupply and non-linearly through
drain currents IPMOS and INMOS against process, temperature and Vsupply variations, as
shown in Equation 5.3.

td ≈ ln(2) ·
CL ·Vsupply

2
·
(

1
IPMOS + INMOS

)
(5.3)

Propagation time variability is reduced using the current starving technique, which
enforces a maximum current Ibias through inverter transistors with a series current source
(Equation 5.4), while power consumption is still calculated using Equation 5.2.

f =
Ibias

2 ·N ·CL ·Vsupply
(5.4)

A set of three GNR geometries, capable of fulfilling the roles of current source and
low-side and high-side switches [64] is illustrated in Figure 5.1. The exact structure
geometries, identified through iterative conductance map plot evaluations [57], are
detailed in Table 5.1.

(a) GNRISRC (b) GNRDOWN (c) GNRUP

Fig. 5.1 GNR-based ring oscillator device topologies [64]
a) GNR current source, b) GNR low-side switch , and c) GNR high-side switch
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Table 5.1 Dimensions of GNR structures for ULP GNR-based ring oscillator [64]

(W ,L) (Wc,Lc) (Wb, Lb) (PVG , WVG)

GNRISRC (41,27
√

3) (8,4
√

3) (0,0) (2
√

3,6
√

3)

GNRUP (41,27
√

3) (14,8
√

3) (9,2
√

3) (12
√

3,6
√

3)

GNRDOWN (41,27
√

3) (8,8
√

3) (0,0) (3
√

3,6
√

3)

5.2 Designing a GNR current-starved ring oscillator

Fig. 5.2 a) 5-bit DAC (left) for frequency tuning b) GNR-based (middle) and FinFET
(right) ring oscillator sections

The ring oscillator stages using GNR devices and FinFETs with a 5-bit DAC for
frequency tuning are shown in Figure 5.2. The DAC is essential because GNRs lack a
180◦ phase-shift at low frequencies, preventing the use of traditional current mirrors.
Instead, we modulate the GNR current by driving its gate with the DAC output [55].

The complete implementation of the GNR-based current-starved ring oscillator is
shown in Figure 5.3 and is comprised of 8 inverter-like stages. The last 180◦ phase shift
is ensured by a GNR NAND gate which constitutes the circuit’s enable. The oscillator’s
frequency can be modulated by adjusting the current DAC input code, which, in turn,
regulates the gate voltage of the current source device.

Fig. 5.3 Simplified GNR-based current-starved ring oscillator schematic
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5.3 Results

Figure 5.4 presents the comparison of frequency range, power consumption, and power
efficiency for both oscillators across different DAC input codes.
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Fig. 5.4 Performance comparison of GNR-based and 7 nm FinFET ring oscillators:
a) frequency, b) power, c) power efficiency

We limited the DAC input code range to keep the FinFET PMOS out of the linear
and cut-off regions, ensuring effective current starving. Table 5.2 shows that the GNR-
based and 7 nm FinFET ring oscillators have similar frequencies, primarily due to the
GNR’s low 1.2 µA current. However, the GNR oscillator achieves nearly three orders
of magnitude lower power consumption and three orders of magnitude higher power
efficiency than the FinFET version, thanks to smaller parasitic capacitances, despite
comparable frequencies.

Table 5.2 GNR-based versus FinFET ring oscillator results

Frequency
[GHz]

Power consumption
[µW]

Power efficiency
[GHz/µW]

FinFET 19.7 - 46.7 52.2 - 321.2 0.14 - 0.40

GNR 13.9 - 88.4 0.12 - 0.58 113.7 - 150.4

5.4 Conclusion

We explored using graphene nanoribbons (GNRs) to create high-frequency, ultra-low-
power internal oscillators for multi-technology ICs. By tuning the oscillator frequency
through the gate of the GNR-based current source and applying the current starving
technique to the ring oscillator topology, we significantly reduced dynamic power
consumption. Compared to a 7 nm FinFET implementation, the GNR-based design
achieved a 1.89× higher output frequency, reduced power consumption by 553.8×, and
improved power efficiency by 812×.
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Chapter 6

The Impact of Segmentation on
Current-Steering DAC Performance

This chapter presents findings from [69, 70] on the impact of segmentation on dif-
ferential non-linearity (DNL) and integral non-linearity (INL) in a 10-bit differential
current-steering DAC, fabricated using a 40 nm, 2.5 V CMOS process. By simulating
all segmentation levels between binary and thermometer implementations, we achieved
DNL improvements from −0.467 LSB to 0.474 LSB down to −0.024 LSB to 0.026 LSB,
while INL remained nearly constant at −0.376 LSB to 0.345 LSB. The DAC delivered
a differential output current of ±1 mA within an active analog area of 0.01 mm2. All
decoder variants necessary for driving the DAC’s analog components were physically
implemented, with their areas documented in Table 6.5. Additionally, theoretical DNL
and INL results were validated against Monte Carlo simulations, maintaining accuracy
within a 30 % margin of error across all 10-bit segmented DAC architectures.

This chapter is based on the following original publications:

F. -S. Dumitru, C. R. Ilie, M. Bodea, and M. Enachescu, “Exploring the effect of segmentation on a 10-bit
DAC,” Romanian Journal of Information Science and Technology, vol. 24, no. 2, pp. 129-142, 2021.

F. -S. Dumitru, C. R. Ilie and M. Enachescu, “Exploring the Effect of Segmentation on INL and DNL for a
10-bit DAC,” 2020 International Semiconductor Conference (CAS), Sinaia, Romania, 2020, pp. 161-164,
doi: 10.1109/CAS50358.2020.9268011.



6.1 Introduction

To efficiently estimate DNL and integral non-linearity (INL) without extensive Monte
Carlo simulations, especially for fully thermometric converters, we utilize a unit current
source variation-based method [71]. In [72], we explored all segmentation combinations
for a 10-bit DAC. This chapter extends that work by: (i) detailing the area occupied by
each decoder variant to understand the DNL vs. die area trade-off, (ii) presenting DNL
and INL plots for all 10 DAC variants, and (iii) determining the RMS DNL and INL to
evaluate the accuracy of the unit current source mismatch method. Our analysis showed
relative errors of −30.70 % to −11.55 % for DNL and −29.57 % to −17.43 % for INL.

6.2 DAC Architectures and Characteristics

6.2.1 Binary-Weighted Architecture

In a binary-weighted DAC, the output current sums binary-weighted sources scaling
the unit current IU (Equation 6.1), with D1 as the LSB and DN as the MSB. These
DACs face two main issues: (i) stringent matching requirements for monotonicity and
(ii) significant glitch impulses when toggling many unit cells (MSBs) [73]. Although
Gray code implementations are possible [74], they still rely on binary-weighted sources,
leading to poor DNL performance.

Iout =
N

∑
i=1

2i−1·Iu·Di (6.1)

6.2.2 Segmented Architectures

Segmentation addresses the drawbacks of binary-weighted DACs while using the same
number of unit current cells. This method minimizes major carrier transition jumps by
activating an additional thermometer cell and keeping previous sources on, rather than
deactivating groups of current sources. Typically, 4 to 7 thermometer bits are used [75–
77] to balance DNL performance and routing congestion. The optimal number depends
on current source sizing and the technology node. Figure 6.1 illustrates a partially
segmented DAC with 4 MSBs translated into thermometer codes. Table 6.1 details
the number and weights of current sources for each DAC architecture. The naming
convention in this chapter denotes the number of binary-weighted bits (B) followed by
the number of thermometer bits (T) for each DAC implementation.

Summing up the number of cells used in any of the implementations below, these will
add up to 1023 unit current cells (00B10T), therefore the active analog area is invariant
of the degree of segmentation chosen.
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Table 6.1 Current sources distributions with respect to various DAC architectures

DAC
ISRC 1x 2x 4x 8x 16x 32x 64x 128x 256x 512x

10B00T
(binary) 1 1 1 1 1 1 1 1 1 1

08B02T
(hybrid) 1 1 1 1 1 1 1 1 3 0

07B03T
(hybrid) 1 1 1 1 1 1 1 7 0 0

06B04T
(hybrid) 1 1 1 1 1 1 15 0 0 0

05B05T
(hybrid) 1 1 1 1 1 31 0 0 0 0

04B06T
(hybrid) 1 1 1 1 64 0 0 0 0 0

03B07T
(hybrid) 1 1 0 127 0 0 0 0 0 0

02B08T
(hybrid) 1 1 255 0 0 0 0 0 0 0

01B09T
(hybrid) 1 511 0 0 0 0 0 0 0 0

00B10T
(unary) 1023 0 0 0 0 0 0 0 0 0

6.2.3 Segmentation’s Effect on DNL and INL

The degree of segmentation significantly influences DNL, as segmented architectures
partly inherit the monotonicity inherent to thermometer DACs [73]. However, INL
remains unaffected by segmentation [78] because it arises from random mismatches
across all current sources, regardless of their arrangement or decoding strategy.

According to [78], Table 6.2 outlines the standard deviation equations for DNL
and INL in binary, thermometer, and partially segmented DAC architectures. Here, σε

represents the unit current source’s standard deviation in LSBs, B1 the number of binary
bits, and B the DAC’s resolution. We further evaluate the accuracy of these formulas
within deep submicron technologies.

Table 6.2 DNL, INL standard deviation equations for different DAC architectures

Binary-weighted Fully thermometer Partially segmented

σDNL 2
B
2 ×σε σε 2

B1+1
2 ×σε

σINL 2
B
2 −1 ×σε 2

B
2 −1 ×σε 2

B
2 −1 ×σε
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Fig. 6.1 Partially segmented architecture:
04B06T unit current cell (red), binary-weighted cells (green), segmented cells (blue)

6.3 10-bit Current Steering DAC Variants

6.3.1 Analog current source array implementation

To validate the formulas in Table 6.2 for 10-bit DACs in deep submicron technologies,
we explored all segmented topologies from Table 6.1. For each segmentation case,
we implemented both the analog current source array and the corresponding digital
controller to evaluate their performance.

Fig. 6.2 Unit current source cell

To manage unit current source mismatch, which affects DAC INL and DNL per-
formance, designers can adjust the device area and saturation voltage. The standard
deviation of the output current, σε , is proportional to (W ·L)−1/2 and (VGS −VT H)

−1 for
the current source device M1A (Figure 6.2), as shown in Equation 6.2.(

σε

Iu

)2

=
4·A2

V T H
W ·L·(VGS −VT H)2 , (6.2)

where AV T H is a technological constant.
Segmentation significantly improves DNL by preserving the monotonicity of ther-

mometer DACs in the segmented portion [73]. However, INL remains unaffected as
it arises from random mismatches across all current sources, independent of their ar-
rangement [78]. Table 6.2 outlines the standard deviation equations for DNL and INL in
binary, thermometer, and partially segmented DAC architectures, where σε is the unit
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current source’s standard deviation in LSBs, B1 the number of binary bits, and B the
DAC resolution. We further assess the validity of these formulas in deep submicron
technologies.

Table 6.3 Unit current cell transistor dimensions

Device Width [µm] Length [µm]

M1, M2, M1B, M3 0.8 0.6

M1A, M4 0.8 10

To explain the unit current cell in Figure 6.2 and its role in the DAC, note the
differential input stage with M1 and M2 that steers the tail current through either the left
or right branch. The unit cell outputs, IPOS and INEG, are summed across the current
source array to produce the DAC output currents. When D1 is high, SW1 and SW4 close,
directing the tail current through M1; similarly, when D1 is low, SW2 and SW3 close.

To enhance the DAC’s dynamic behavior beyond the classic design [71], we imple-
mented a moderate-swing technique [79], as shown in Figure 6.2. Here, the differential
voltage VDIFF between M1 and M2 equals the voltage drop across resistor R2. We se-
lected VDIFF = 500mV to minimize current source perturbation during switching and
ensure the non-conducting device remains firmly in cut-off, preventing leakage currents.

The analog area for the current source array with 1023 unit cells is approximately
0.01 mm2. Implemented in a 40 nm process, this design reduces die area by one order of
magnitude compared to 180 nm [4] and 350 nm [5] designs, as detailed in Table 6.4.

Table 6.4 Analog area comparison

[80] [71] This work

Technology [nm] 180 350 40

Area [mm2] 0.35 0.6 0.01

6.3.2 Digital decoder physical implementation

The Binary-to-Thermometer (B2T) Decoder for the analog array’s thermometer-coded
section, shown in Figure 6.1, was implemented for binary bit lengths from 1 to 10 using
RTL hardware description language. Input and output buffers ensured consistent loading
conditions across all decoders.

All ten decoder variants were synthesized using a commercial 40 nm process standard
cell library with diverse logic gates via Cadence Genus Synthesis Solution [81], targeting
minimum area without latency constraints. The synthesized design areas are presented
in Table 6.5.
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For designs with fewer than 7 bits, the interconnect area is comparable to the logic
gates area. However, for bit lengths of 7 and above, the standard cell area becomes domi-
nant, reaching up to 68.5 % for the 10-bit fully-thermometer decoder. This demonstrates
that decoders with 7 bits or more experience an exponential area increase due to rising
complexity.

Table 6.5 Decoder area comparison

Area [µm2]
post synthesis

Final area [µm2]
post place and route

0b N/A N/A

2b 6.2 -

3b 19.4 -

4b 46.2 -

5b 271 -

6b 518 452

7b 1020 981

8b 2711 2431

9b 6659 6122

10b 13616 14004

Fig. 6.3 6-bit Binary to Thermometer Decoder physical implementation

Area results indicated in Table 6.5 reveal a 4 % to 13 % area reduction for the 6-bit, 7-
bit, 8-bit, and 9-bit B2T decoders implementations when compared to the post-synthesis
results, while for the more interconnect congested 10-bit B2T decoder, a 3 % area
increase is observed when compared to the post-synthesis results.
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6.4 Simulation results

To simplify analysis, we use root mean square (RMS) characteristics to aggregate DNL
and INL from all runs, enabling comparison of DNL improvements and INL stability.
The RMS DNL and INL for the 10 implementations are displayed in Figures 6.4 and 6.5,
respectively.

Fig. 6.4 Root mean square DNL versus segmentation

Fig. 6.5 Root mean square INL versus segmentation

The purely binary DAC (10B00T) exhibits a maximum RMS DNL of 125 mLSB,
whereas the purely thermometer DAC (00B10T) achieves a much lower DNL of 5 mLSB.
DNL improves consistently with increased segmentation, positioning segmented DACs
between the binary and thermometer extremes.

The maximum RMS INL for the binary variant (10B00T) is 63.8 mLSB, and for
the thermometer variant (00B10T) it is 64.6 mLSB. All 10 variants display similar INL
results, with minor variations due to the finite number of simulation runs.

To streamline analysis, RMS DNL and INL are aggregated and shown in Figures 6.4
and 6.5. Theoretical and simulated standard deviations for DNL and INL, based on
segmentation levels, are compared in Table 6.6, demonstrating a relative error within
30 %.
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Table 6.6 Computed and simulated σDNL and σINL

No.
Thermo.

Bits

Computed
σDNL [n]

Simulated
σDNL [n]

Relative
DNL
error

Computed
σINL [n]

Simulated
σINL [n]

Relative
INL
error

0 181.12 125.5 −30.70 90.59 63.8 −29.57
2 128.08 103.6 −19.10 90.59 69.0 −23.83
3 90.56 74.6 −17.62 90.59 69.6 −23.17
4 64.03 51.7 −19.25 90.59 74.8 −17.43
5 45.28 35.7 −21.15 90.59 73.6 −18.75
6 32.01 26.3 −17.83 90.59 65.1 −28.13
7 22.64 17.5 −22.70 90.59 67.3 −25.70
8 16.01 12.1 −24.42 90.59 71.4 −21.18
9 11.32 8.2 −27.56 90.59 71.2 −21.40

10 5.66 5.0 −11.66 90.59 64.6 −28.68

Table 6.2 shows that theoretical formulas overestimate the DNL and INL standard
deviations, with relative errors between −30.70 % to −11.55 % for DNL and −29.57 %
to −17.43 % for INL. This approach allows predicting DAC DNL and INL based on a
single unit current source, significantly reducing simulation time compared to sweeping
all 2n input codes, especially for segmented DACs.

6.5 Conclusions

We investigated the impact of segmentation on the DNL and INL of a 10-bit DAC by
implementing all intermediate segmentation architectures. Simulation results, including
DNL standard deviations, showed significant improvements in DNL while keeping INL
approximately unchanged. Physical implementations of each DAC variant documented
die area, and theoretical DNL and INL results remained within a 30 % margin of error
compared to Monte Carlo simulations for all segmented 10-bit DAC architectures.
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Chapter 7

The Impact of Non-Idealities on Σ∆

ADC Performance

This chapter examines discrete-time Σ∆ ADCs from [82], focusing on how non-ideal
op-amp slew rate and gain affect a 16-bit, 1 kHz, differential, second-order, 1-bit sigma-
delta modulator implemented in 180 nm technology. We analyze these parameters, which
act as fully-differential, discrete-time integrators, and use SPICE simulations to validate
the MATLAB results for each scenario.

This chapter is based on the following original publications:

F. -S. Dumitru, S. Mihalache and M. Enachescu, “OPAMP’s finite gain and slew rate impact on a 16-bit Σ∆

ADC performance: A case study,” 2017 International Semiconductor Conference (CAS), Sinaia, Romania,
2017, pp. 161-164, doi: 10.1109/SMICND.2017.8101187.



7.1 Introduction

The Σ∆ ADC is now the leading high-resolution ADC, easily surpassing the 12–14-bit
range where other topologies fail [83, 84]. Beyond this resolution, architectures like
SAR encounter challenging device matching requirements. Solutions such as expensive
laser trimming reduce manufacturer profits and increase costs for users.

Σ∆ ADCs achieve high resolutions by minimizing the sensitive analog circuitry
required for conversion. This chapter focuses on the analog specifications needed for
op-amps to ensure proper modulator operation.

7.2 Design considerations of the Σ∆ modulator

Figure 7.1 depicts the system-level schematic of the Σ∆ modulator. It includes a non-
ideal sampling and hold (S/H) circuit with a sampling switch and capacitor, introducing
KT/C noise. The modulator utilizes two op-amps, where the first op-amp’s performance
is critical and its noise is modeled using a white noise source. Additionally, a relay
functions as the quantizer, producing the pulse density modulated output signal. All
other components are ideal auxiliaries necessary for the simulation.

Fig. 7.1 Matlab Simulink second-order Σ∆ modulator

The influence of finite DC gain on the Σ∆ modulator, G, can be investigated by
writing the equations of the Figure 7.2 integrator’s transfer function for the case of an
amplifier with finite gain.

H(z)ideal =
Cs

Ci
· z−1

1− z−1 (7.1)

H(z) f initegain =
Cs

Ci
·

(
a

1+a+Cs
Ci

)
·z−1(

1+a
1+a+Cs

Ci

)
·z−1

(7.2)
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Fig. 7.2 Σ∆ Modulator top-level schematic

where Cs represents the value of the sampling capacitor and Ci the value of the
capacitor on the integrator’s feedback loop.

Dout

eQ
=

1
1+H(ω)

(7.3)

Dout

eQ
=

1
∞

= 0 f or GDC = ∞

Dout

eQ
≈1

a
f or GDC = a

Designing an integrator with low DC gain increases in-band quantization noise.
When the amplifier gain, G, exceeds the oversampling ratio (OSR), variations in G
have minimal impact on the SNR. Conversely, if G is below the OSR, significant SNR
degradation occurs with gain fluctuations. Therefore, it is best practice to maintain
G well above the OSR, especially for ratios below 512×, as achieving such gains is
relatively straightforward.

Fig. 7.3 Noise shaping function versus frequency for gain G < OSR

Figure 7.3 illustrates the impact of an integrator op-amp gain below the OSR. When
gain G falls below the oversampling ratio, the noise floor sharply increases, degrading
the modulator’s SNR. Conversely, each doubling of G above the OSR results in only a
modest 1 dB SNR improvement [85].
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We assume our integrators use finite bandwidth op-amps that do not enter slew rate
conditions, characterized by a first-order response and exponential settling [86].

Switched capacitor Σ∆ modulators benefit from relaxed op-amp requirements [87],
needing only complete settling before comparator triggering. In contrast, continuous-
time Σ∆ modulators must maintain linear behavior continuously, which is challenging.

By contrast, an additional delay appears corresponding to the slewing condition, and
it is proportional to the difference of amplitude between the received samples the time
constant becoming that given in Equation 7.4.

τ =
1
2
· fs + tslew (7.4)

Therefore, the slew rate causes the settling time to increase, and, as a consequence,
the analog outputs of the integrators are unable to achieve complete settling. Furthermore,
the incomplete settling translates into a rapid degradation of the modulator’s SNR, as
quantization noise increases [85].

A limited slew rate extends settling time, preventing complete settling of integra-
tor outputs and rapidly degrading the modulator’s SNR due to increased quantization
noise [85].

SRMIN = 1.2×∆× fs (7.5)

Compared to the analog requirements for op-amps in continuous-time Σ∆ or other
Nyquist-rate ADC architectures, these requirements are relatively easy to meet.

We preliminarily conclude that Σ∆ converters have relaxed analog circuit demands.
However, failing to satisfy these demands will cause rapid performance degradation,

as detailed in Section 7.2.

7.3 Simulation methodology and results

In this section, we compare the proposed Σ∆ modulator designed disregarding the
minimum op-amp requirements with a version that satisfies the minimum specs.

Fig. 7.4 Output of the integrator during slew rate condition
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We examined a 16-bit, 1 kHz, differential, second-order discrete-time Σ∆ modulator
using MATLAB Simulink for high-level simulations of its analog circuitry design space.
For detailed analysis of slew rate and finite gain, the modulator was developed in Cadence
Virtuoso with the 180 nm GPDK [88] technology. Cadence Spectre simulations validated
the MATLAB results for each scenario. All simulations were conducted under typical
corner conditions, using a 3.3 V supply and an ambient temperature of 27 ◦C.

Frequency [Hz]

102 103 104 105
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R
 [
d
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-50

0

SNR, Opamp Gain=20.00 dB

SNR, Opamp Gain=40.00 dB

SNR, Opamp Gain=60.00 dB

SNR, Opamp Gain=80.00 dB

Fig. 7.5 Simulated SNR for different op-amp finite gains

Figure 7.5 presents simulation results for varying op-amp gains in a 16-bit, 1 kHz,
differential, second-order, 1-bit Σ∆ modulator implemented in 180 nm technology. When
the gain G exceeds the OSR of 256×, its impact on the modulator’s SNR is minimal,
with results around −180 dB at DC. Increasing G slightly lowers the SNR noise floor,
but in practical modulators, op-amp noise would have a more significant effect.

Conversely, when G is below the OSR, the modulator’s SNR is markedly affected.
For instance, at G = 20dB, the 3rd harmonic is −66 dB and the noise floor is −80 dB,
compared to G = 40dB with G =−97dB harmonics and a −120 dB noise floor. Higher
gains G = 60dB and G = 80dB further reduce harmonics to −102 dB and −104 dB and
lower the noise floor below −160 dB.

These results confirm that when the op-amp gain falls below the critical value set
by the OSR, ADC performance degrades significantly, reducing the modulator’s ENOB
from 16-bit to 10-bit. To ensure optimal performance, maintaining the op-amp’s gain at
least 10 dB above the OSR is recommended, as outlined in Table 7.3.

Frequency [Hz]

102 103 104 105

S
N

R
 [
d
B

]

-200

-150

-100

-50

0

SNR, Slew Rate=1.00 V/us

SNR, Slew Rate=2.00 V/us

SNR, Slew Rate=4.00 V/us

SNR, Slew Rate=16.00 V/us

Fig. 7.6 Simulated SNR for different op-amp slew rates

Figure 7.6 illustrates how varying op-amp slew rates affect the Σ∆ modulator’s
performance. Low slew rates of 1 V/µs red (⋆) and 2 V/µs blue ◦ cause significant
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harmonic distortions at the input signal’s harmonics 234.4 Hz and lower the SNR at DC.
Specifically, a 1 V/µs slew rate results in large 2nd, 4th, and 6th harmonics, severely
reducing the modulator’s effective number of bits.

Conversely, higher slew rates of 4 V/µs magenta □ and 16 V/µs green ⋄ eliminate
harmonic peaking and maintain a stable SNR, as shown in Table 7.3. These results
confirm that sufficiently high slew rates ensure complete settling of internal analog nodes
before the comparator triggers, thereby preserving the modulator’s performance.

G [dB] SNR [dB] ENOB [bits]
20 66 10.71
40 97 15.88
60 102 16.37
80 104 16.54
Table 7.1 SNR results for all

simulated gains

SR [V/µs] SNR [dB] ENOB [bits]
1 17 2.54
2 33 5.2
4 102 16.2

16 103 16.7
Table 7.2 SNR results for all

simulated slew rates

Table 7.3 SNR results of gain and slew rate design space explorations

7.4 Conclusions

This chapter explores discrete-time Σ∆ ADCs, focusing on how non-ideal op-amp slew
rate and gain affect a 16-bit, 1 kHz, differential, second-order, 1-bit sigma-delta modula-
tor implemented in 180 nm technology. These op-amps function as fully-differential,
discrete-time integrators. SPICE simulations were conducted to validate the MATLAB
results for each scenario.
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Chapter 8

Conclusions

This thesis presents the design and analysis of various electronic microstructures and
circuits, with a focus on graphene-based technologies. Key achievements include
the development of a GNR-based 5-bit current-steering DAC, which is utilized as
a foundation for a proposed GNR-based McCulloch-Pitts neuron targeting neuromorphic
computing, and the design of an ultra-low-power, current-starved GNR-based ring
oscillator. Additionally, two technology-agnostic studies were conducted to investigate
the impact of segmentation on DAC linearity and the effects of analog non-idealities on
Σ∆ ADC performance. This summary highlights the thesis’s main accomplishments and
outlines potential avenues for future research.

8.1 Obtained results

Throughout this thesis, original contributions to the design and analysis of electronic
microstructures and circuits are presented, focusing on graphene-based technologies and
applicable to CMOS technologies.

In Chapter 3, a 5-bit graphene nanoribbon (GNR)-based digital-to-analog converter
(DAC) is introduced, utilizing GNR unit current sources and a digital thermometric
decoder for a compact, low-power implementation. SPICE simulations demonstrate
significant area reduction while maintaining comparable INL and DNL to traditional
FinFET-based designs.

Chapter 4 leverages the GNR-based DAC to propose a complete GNR-based McCulloch-
Pitts Neuron (MCPN) for neuromorphic computing. The mixed-signal neuron features
programmable synaptic weights, inhibitory inputs, GNR SRAM cells, and logic gates,
with GNR-based inverter chains for threshold activation. Simulations show superior
power, speed, and area performance over FinFET counterparts, validated by a 5x5 pixel
pattern recognition application.

Chapter 5 explores GNR devices for ultra-low-power, high-frequency applications by
designing a current-starved ring oscillator. The GNR-based oscillator achieves improved



frequency, power consumption, and power efficiency compared to a FinFET-based
design, confirming GNRs’ suitability for advanced low-power ICs.

Chapter 6 investigates the impact of segmentation on DNL and INL in a 10-bit,
differential current-steering DAC. Simulations of various segmentation architectures
reveal that increased segmentation enhances DNL while leaving INL largely unchanged.
Physical implementations and Monte Carlo simulations validate the trade-off between
DNL performance and decoder complexity, applicable across technologies.

Finally, Chapter 7 examines discrete-time Σ∆ ADC performance, focusing on non-
ideal op-amp parameters such as slew rate and gain in a 16-bit, second-order modulator
implemented in 180 nm CMOS. MATLAB and SPICE simulations assess the impact on
SNR, providing insights for optimizing ADC performance amidst analog non-idealities.

This chapter summarizes the thesis’s key accomplishments and suggests potential
directions for future research.

8.2 Original contributions

1. Designed and simulated graphene-based microstructures optimized for the imple-
mentation of general-purpose digital (GNR-based ring oscillator) and mixed-signal
(GNR-based 5-bit DAC) circuits which fulfil the roles of high-side switch, low-side
switch, and analog current source [2,3].

2. Obtained clear ‘on’ and ‘off’ states for the microstructures used in the imple-
mentation of digital (GNR-based ring oscillator), mixed-signal (GNR-based 5-bit
DAC), and neuromorphic (GNR-based McCulloch-Pitts neuron) blocks designed
by manipulating their conductance using control voltages [1,2,3].

3. Designed digital (GNR-based ring oscillator), mixed-signal (GNR-based 5-bit
DAC), and neuromorphic (GNR-based McCulloch-Pitts neuron) blocks that sup-
port the development of fully GNR-based integrated circuits (ICs) and application-
specific ICs (ASICs) [1,2,3].

4. Performed circuit-level simulations for all of the proposed digital (GNR-based ring
oscillator), mixed-signal (GNR-based 5-bit DAC), and neuromorphic (GNR-based
McCulloch-Pitts neuron) graphene-based blocks for the design and validation of
their correct operation [1,2,3].

5. Evaluated the potential of graphene-based neuromorphic (GNR-based McCulloch-
Pitts neuron) blocks to extend the capabilities of standard silicon-based CMOS
by comparing the proof of concept benchmark (5 by 5 pixel pattern recogni-
tion application) results of the FinFET and graphene-based circuits (one layer
fully-connected neural network) to highlight the performance improvements
achieved [2].
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6. Investigated the design trade-offs between the complexity and area occupied by
the digital decoder and the linearity performance metrics of a segmented 10-bit
DAC implementation as of function of it’s degree of segmentation. Conclusions
are technology-agnostic and apply to both CMOS and graphene-based technolo-
gies [4,5].

7. Investigated the minimum analog performance requirements in terms of the gain
and bandwidth imposed on the operational amplifiers used in the analog modulator
of a Σ∆ ADC for achieving 16-bit resolution. Conclusions are technology-agnostic
and apply to both CMOS and graphene-based technologies [6].

8.3 List of original publications

Publications on the topic of this thesis:

1. Florin-Silviu Dumitru, Marius Enachescu, Alexandru Antonescu, Nicoleta Cucu-
Laurenciu, Sorin Cotofana, “Ultra-Low-Power Graphene-Nanoribbon-Based Current-
Starved Ring Oscillator,” 2024 International Semiconductor Conference (CAS),
Sinaia, Romania, 2024, pp. 167-170, doi: 10.1109/CAS62834.2024.10736700.

2. Florin-Silviu Dumitru, Marius Enachescu, A. M. Antonescu, N. Cucu-Laurenciu
and S. D. Cotofana, “Graphene Nanoribbon Based McCulloch-Pitts Neural Net-
work,” 2024 IEEE 24th International Conference on Nanotechnology (NANO),
Gijon, Spain, 2024, pp. 592-597, doi: 10.1109/NANO61778.2024.10628801.

3. Florin-Silviu Dumitru, Nicoleta Cucu-Laurenciu, Alexandru Matei, Marius Enach-
escu, “Graphene Nanoribbons Based 5-bit Digital-to-Analog Converter,” in IEEE
Transactions on Nanotechnology (TNANO), 2021, Vol. 20, pp. 248-254, ISSN
1536-125X, ISI WOS:000637526600002.

4. Florin-Silviu Dumitru, Carmen Raluca Ilie, Mircea Bodea, Marius Enachescu,
“Exploring the Effect of Segmentation on a 10-bit DAC,” in Romanian Journal of
Information Science and Technology (ROMJIST), 2021, Vol. 24, 2, pp. 129-142,
ISSN 1453-8245, ISI WOS:000668010700001.

5. Florin-Silviu Dumitru, Carmen Raluca Ilie, Marius Enachescu, “Exploring the
Effect of Segmentation on INL and DNL for a 10-bit DAC,” in Proceedings of the
43rd International Semiconductor Conference (CAS), Sinaia, Romania, 2020, pp.
161-164, ISBN 978-172811073-8, ISI WOS:000637264600036.

6. Florin-Silviu Dumitru, Serban Mihalache, Marius Enachescu, “OPAMP’s Fi-
nite Gain and Slew Rate impact on a 16-bit Sigma Delta ADC Performance: A
case study,” in Proceedings of the 40th International Semiconductor Conference
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(CAS), Sinaia, Romania, 2017, pp. 161-164, ISBN 978-150903986-9, ISI WOS:
000425844500034.

Other publications:

1. Serban Mihalache, Florin-Silviu Dumitru, Adriana Florescu, Sever Viorel Pas, ca,
“Dithering Options for Integrated Relaxation Oscillators,” in Revue Roumaine des
Sciences Techniques - Serie Électrotechnique et Énergétique (RRST), Bucuresti,
Romania, 2017, Vol. 62, 1, pp. 61-67, ISSN 0035-4066, ISI WOS:000399629400011.

2. Serban Mihalache, Florin-Silviu Dumitru, “Current-Mode Capacitance Multiplier
with Reduced Parasitic Elements,” in Proceedings of the 18th Mediterranean
Electrotechnical Conference (MELECON), Limassol, Cyprus, 2016, pp. 1-6,
ISBN 978-1-5090-0058-6, ISI WOS:000390719500001.

3. Florin-Silviu Dumitru, Serban Mihalache, Gheorghe Brezeanu, “A CMOS Resis-
torless Bandgap Reference with Minimized Current Consumption,” in Proceedings
of the 38th International Semiconductor Conference (CAS), Sinaia, Romania,
2015, pp. 289-292, ISBN 978-1-4799-8862-4, ISI WOS:000380566400058.

4. Serban Mihalache, Irina Flamaropol, Florin-Silviu Dumitru, Lidia Dobrescu,
Dragos Dobrescu, “Automated Cooling Control System through Peltier Effect and
High Efficiency Control using a DC-DC Buck Converter,” in Proceedings of the
38th International Semiconductor Conference (CAS), Sinaia, Romania, 2015, pp.
281-284, ISBN 978-1-4799-8862-4, ISI WOS:000380566400056.

8.4 Perspectives for further developments

Below is a brief list of potential avenues for further research in the directions established
in this thesis:

1. The implementation of GNR-based mixed-signal and analog subblocks such as
op-amps, ADCs, voltage regulators.

2. The existing McCulloch-Pitts neuron implementation could be enhanced using
multi-bit digitally configurable synapses.

3. Implementation of more complex neuron models which more closely resemble
biological neurons.

4. The implementation of ‘in-memory’ computation, i.e., combining the functions of
memory and computation within the same circuit, using GNR-based devices.
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